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Abstract
This paper examines the differences correlation between instructor- and peer-based participation scores and oral proficiency in an EFL course focusing on oral communication. It finds that there is very little correlation between instructor-based and peer-based participation scores (r = .187, p = .053) and that the former is more associated with improvement in fluency (r = .266, p = .005), but that the latter is strongly associated with pre-class levels of fluency measures such as trimmed speech rate (r = .364, p < .001). However, neither measure of participation was particularly correlated with post-class levels of fluency. Therefore, some caution is required by instructors when using in-class participation scores. While it is important to encourage students to improve by participating in classes, the methods of assigning participation scores examined in this paper may not be appropriate as a part of the composite final grade in the class as they do not correlate well to final skill level.
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Participation in the classroom has often been considered especially important for the development of EFL learners’ oral proficiency because it is one of the only chances that many of them will have to practice speaking their L2. Therefore, many EFL teachers include some metric of classroom participation in their grading, especially for oral communication-based classes (Crosthwaite et al., 2015; Rogers, 2011). However, the definitions of participation are not always clear, and Crosthwaite et al. (2015) have suggested that instructor-given participation scores may not be fair or effective due to students having a wide range of learning styles. One idea to provide a fairer and more balanced measurement of participation in class and group work activities that has been implemented outside of EFL is the use of peer-based participation scores (e.g., Heyman & Sailors, 2011; Mello, 2010), such as teamwork scores (e.g., Britton et al., 2017; Brutus & Donia, 2010). However, it is unclear (i) how similar instructor- and peer-based participation scores are to each other, and (ii) if there are any differences between the two, which are more strongly associated with improvement in L2 oral proficiency. This paper seeks to fill in this gap in the research by providing a comparison of peer-based and instructor-based participation in an EFL oral communication class to see how similar they are, and which are more indicative of improvement.
**Previous Studies**

**Participation and Oral Proficiency**

In-class participation has been widely regarded as essential for learning. In general, participation is thought to represent better engagement, which in turn is assumed will lead to better student outcomes (e.g., Britton et al., 2017; Dancer & Kamvounias, 2005), and in the field of EFL, it is often suggested to be particularly important for the development of oral proficiency (Kang, 2005). This is likely why a large number of works in the literature specifically seek to boost in-class participation (e.g., Morell, 2007; Zhao, 2015), and why willingness to communicate in the target language is considered important for the development of oral proficiency (e.g., MacIntyre & Charos, 1996; Yashima, 2002). However, the relationship between in-class participation and improvement in oral proficiency is largely an assumed one. Obviously, some degree of practice is required to obtain proficiency, and in a foreign language atmosphere, we often assume that students do not or cannot practice speaking outside of the classroom. However, it is also conceivable that students with different learning styles who are less active in classroom group activities might still be learning just as well. Unfortunately, though there are many studies that look at the effects of motivation or the number of learning sessions on specific EFL skills, there are few quantitative studies that specifically examine the link between in-class participation and oral proficiency.

One reason that fewer studies seek to verify the influence of in-class participation scores on oral proficiency, specifically, is that both contain a number of contributing aspects and can thus be difficult to quantify. First, according to Skehan (2009, 2014), there are three aspects of speech that must be considered when discussing L2 oral proficiency: fluency, complexity, and accuracy. To complicate things further, the trade-off hypothesis (Skehan & Foster, 1997) suggests that these three aspects rarely increase all at once, and different tasks have different effects on them (e.g., Tavakoli & Skehan, 2005). Therefore, in-class participation in certain activities might influence some of these categories, but not others. Second, there are also many aspects to classroom participation, including whether or not students interact with each other positively, exhibit leadership, cooperate, and actively attempt to communicate (e.g., Britton et al, 2017; Dancer & Kamvounias, 2005). It can be incredibly challenging for a single instructor or researcher to attempt to gauge each of these aspects in a single class or study.

Thus, in order to truly discover how in-class participation affects oral proficiency, one must look at several aspects of both. One attempt to do so was Spring (2020a) who looked at a number of factors in an EFL course to determine which aspects of the class contributed most to increases in oral fluency, complexity, and accuracy. He found that the strongest link was between out-of-class study and spoken complexity, and that there seemed to be a weak link between peer-based in-class participation scores and improvement in oral fluency, although this portion of the study was largely inconclusive.

**Rating Participation in the EFL Classroom**

Essentially, there are two ways to evaluate participation – either through an instructor-given score, generally based on in-class observation, and peer-given, generally based on student-surveys during groupwork activities. According to Crosthwaite et al. (2015) and Rogers (2011), most EFL instructors tend to give instructor-based participation scores, especially in classes focusing on developing oral proficiency. However, increasing attention is being given to peer-based participation scores, as they have been argued to potentially be fairer and more beneficial to evaluation (e.g., Britton et al, 2017; Dancer & Kamvounias, 2005).
Though many EFL classes tend to utilize instructor-based given participation scores, a number of studies suggest that these scores may be seriously flawed. For example, Vandrick (2000) suggests that many EFL instructor-based participation scores seem to be given subjectively without a deep understanding of what participation truly consists of. Furthermore, Crosthwaite et al. (2015) argue that instructor-based participation scores do not account for differences in individual learning styles, and thus may not reflect actual effort. Finally, it is conceivable that since it is difficult for a single instructor to properly observe all students equally during in-class sessions, instructor-based scores may result in unbalanced assessments. For these reasons, recent research has suggested that peer-based participation evaluations may be more appropriate.

One common suggestion to remedy the potential unfairness of instructor-based participation scores is to allow students to play a role in evaluating participation in the classes through peer-based participation scores (Heyman & Sailors, 2011; Mello, 2010). Since such scores would not be given by a single instructor, the amount of attention given to each student being score would increase, allowing for the use of a more detailed rubric, which could allow for an assessment of a wider range of aspects related to participation (e.g., Britton et al, 2017; Dancer & Kamvounias, 2005). However, peer-based scores also have a number of drawbacks. For example, most peer-based participation score metrics were not developed with ESL in mind, and thus might measure aspects unrelated to improvement in English ability. For example, Britton et al. (2017) developed a peer-rated teamwork metric that measures participation amongst five categories: contributing to the team project, facilitating contributions of others, planning and management, fostering a team climate, and managing potential conflict. However, it is unclear whether or not each of these areas actually contribute to improvement in language learning.

Research Questions

Thus, though there has been much discussion about how to improve in-class participation in EFL courses and how to evaluate participation, it is still unclear whether or not instructor-based or peer-based scores, if either, are more indicative of improvement. Specifically, there have been no studies comparing how similar instructor-based scores are to peer-based scores, nor have there been any showing which are more closely associated with actual EFL improvement, specifically in oral proficiency. Therefore, this study poses the following research questions:

1. Is there any significant relationship between instructor-based and peer-based participation scores, and if so, in what ways are they similar?

2. Are instructor-based or peer-based participation scores more correlated with improvement in EFL oral proficiency?

Methods

Participants

139 L1 Japanese EFL learners at Tohoku University participated in this study after receiving permission from the ethics review board of the university. All participants signed informed consent forms agreeing to allow their data from the class and speaking tests to be used in this study. The participants were second-year students in one of five identical “Practical English Skills” courses taught by the author and were either 19 or 20 years old. They had been studying English for 7 years and none had spent significant time outside of Japan, resulting in all participants being either CEFR B1 or B2 level. None of the participants were taking any other English courses at the time of the study, so it is reasonable to assume that any gains in oral proficiency were likely due to the course. Their majors varied as the curriculum at the time of the study required students to take two “Practical English Skills” courses for graduation, but students were allowed to choose which
courses they took based on the instructor and course content. Since this study chose to look at the
effects of participation on improvement, the data of students who missed groupwork classes were
omitted from the data set. Similarly, any students who did not complete the class or the pre- and
posttests were removed from the data for this study. These omissions resulted in a data set of 108
students.

**Classroom Procedure**

Following Spring (2020a; b), a project-based language learning (PBLL) design was used for the
course. This course design was used because it was reported as being able to assist students in
improving their oral proficiencies, and also because it employed a substantial amount of groupwork,
which is necessary for the use of peer-based participation score rubrics. During the course, students
attended one 90-minute sessions per week for a total of 15 weeks. The first four sessions consisted
of instructor-centered teaching of skills that students would need throughout the rest of the class:
conducting meetings, writing meeting minutes, phrases for discussion, short presentations, and
academic word parts (i.e., prefixes, suffixes and word roots). In the fourth session, the instructor
explained the participation metrics to students, how they would rate each other using it, and what
they were expected to do in order to receive high marks on it.

Sessions five through fourteen consisted almost entirely of groupwork during which time students
were expected to form groups and conduct meetings in English in order to complete a project – a
short film. Students were expected to read chapters in their textbook for homework, the details of
which corresponded to the topics they would need to discuss in the following class. Each of these
10 sessions began with a quiz about the homework reading assignment and a short presentation
summarizing the previous classes’ meeting minutes. At least 60 minutes of each of these sessions
was designated as groupwork time, during which students were told that they must speak entirely
in English with the exception of asking about words and phrases that they didn’t know how to say
in their L1. The instructor monitored these groupwork sessions, encouraging them to speak English
as much as possible, helping them with their projects, and giving advice when asked. During the
final session, students presented their short films to the class.

Students’ grades were determined based on their instructor-based participation scores, peer-based
participation scores, short presentations, meeting minutes, quiz scores, and an assessment of their
groups’ final product.

**Measuring Participation**

Participation scores were taken in two ways. The first was an instructor-given score that followed
a simple rubric. Students participated in 10 group-work sessions and the instructor monitored their
sessions, assigning a score between 1 and 5 for each session. Students began with a score of 5 and
one point was deducted for each inappropriate use of the L1 and for each missed opportunity to
participate. I defined inappropriate use of the L1 in the rubric as using the L1 to accomplish
groupwork (e.g. communicating for the purposes of accomplishing the daily tasks) and did not
include using the L1 to check the meaning of unfamiliar words or get help using their L2 in other
ways. Though absences and tardiness also affected students’ participation scores, students who
were absent or late to class were not included in the data set for this study and therefore these scores
do not reflect such point deductions. The scores were summed to create an ordinal score with a
range of 10 to 50.

At the end of the final class, peer-based participation scores were taken using Team-Q (see
Appendix 1), following Britton et al. (2017). This metric was used because it was also suggested
by Spring (2000a; b), allows for long-term peer-based rating of participation scores, provides
different scores for several different aspects of participation, and has been suggested to be a
meaningful measure of in-class participation (Britton et al., 2017). The Team-Q questionnaire given
to students consisted of 15 questions translated into Japanese, each with a possible score of between
0 and 4, that students of each group use to rate themselves and all other group members based on
how often they exhibited appropriate teamwork (see Appendix 1). I calculated the average score
for each group member for each individual question. I then calculated overall teamwork scores as
the sum of these average scores for each student. Furthermore, I calculated teamwork scores for the
category of “contributes to team project” by summing the average scores for the three questions in
Team-Q pertaining to this area. The same methods were used to calculate teamwork scores for the
categories of “facilitates contributions of others” (three questions), “planning and management”
(three questions), “fosters a team climate” (two questions), and “manages potential conflict” (three
questions). The final question in Team-Q asks for a summative evaluation and is therefore not
included in any of the subcategories, but is used in the calculation of overall teamwork. These
scores were treated as ordinal data.

Measuring Oral Proficiency

Following Spring (2020a; b), at the beginning of the first class and at the end of the last class, all
students were given identical speaking tests and their responses were recorded. Though the same
tasks were used, i.e., giving three short oral monologues based on practice questions taken from the
IELTS test, different questions were used for the pre- and posttests. The questions were shown to
students one at a time and they were given one minute to think before being asked to respond. They
were then asked to speak about the topic for up to two minutes. Participants were allowed to stop
speaking before two minutes, but non-answers were not permitted. The time was monitored with a
stopwatch and participants were asked to stop speaking after two minutes if they had not stopped
of their own volition beforehand. The recordings were then analyzed for fluency, complexity, and
accuracy.

Though fluency, complexity, and accuracy can be rated subjectively, some relatively standard
objective measures have been created and utilized in the measurement of EFL speaking skills.
Several of these were used in this study to ensure repeatability, for ease of statistical analysis, and
to increase comparability between this study and others. However, while this study uses these raw
values for further analysis, it differs from previous studies in that it combines individual measures
into a single, ordinal variable of improvement for each aspect of oral proficiency. This is done
because studies such as Spring (2020a; b) which used only raw data needed to then make subjective
judgements as to how well correlated an aspect is in general based on how many of the objective
measures correlated to improvement. By combining the measures from the start, the need for a post-
hoc subjective judgment is negated, as a single ordinal variable for each aspect allows for direct
statistical analysis. The individual measures were combined by counting how many of them showed
improvement to create a single, ordinal variable (e.g., if a participant showed any degree of
improvement in 4 out of 5 measures of fluency, their ordinal score for fluency would be “4”). The
common objective measures to be combined into the single ordinal variable were chosen by
selecting representative measures from previous literature that measure the representative aspect in
a theoretically different way. This selection method was used because choosing two variables that
essentially measure the same thing would result in participants who improved in one variable to
improve by two points in the combined ordinal scale. For example, if speech rate as measured in
words per minute and speech rate as measured in syllables per second were both used as
contributing variables to the single ordinal variable, it is almost guaranteed that a participant who
improved in one would also improve in the other because they are measuring the same aspect,
simply in different ways. The same is not true for related variables that do not test the same thing. For example, if speech rate and the number of pauses are both used as contributing variables to the ordinal measure of fluency, it is not guaranteed that a participant who used fewer pauses necessarily improved their speech rate (e.g., they could have had fewer, but much longer pauses which would result in no improvement in speech rate). To ensure that no variables contributing to each ordinal variable were measuring the same thing, I conducted Pearson’s correlation tests of the objective measures for each aspect of oral proficiency and allowed only one strong correlation (over 0.8) amongst the measures.

The first aspect of oral proficiency that must be measured is fluency, which generally refers to how quickly and without pause a speaker can iterate ideas. This has been measured in a number of different ways, the first of which is speech rate, i.e. the number of utterances as a function of time. One of the most intuitive ways to measure this is to simply look at the number of syllables per second, which is referred to as raw speech rate (RawSR), can be calculated automatically (i.e., de Jong & Wempe, 2009) and been used in a number of studies (e.g., Spring, 2020a; b). Another method of calculating fluency is trimmed speech rate (TrimmedSR), which is the number of utterances minus fillers and restarts per second (i.e., Tavakoli & Skehan, 2005). Many other studies have also offered the number of pauses (NPause), articulation ratio (ArtRat), i.e. the speed at which a participant can create a single utterance, and phonation ratio, (PhonRat) i.e., the percentage of time spent speaking, as measures of fluency (e.g., Lennon, 1990; Spring, 2020b; Wood, 2010). Following Spring (2020a; b), these measures were all calculated with Praat (Boersma & Weenink, 2020) except the trimmed speech rate (TrimmedSR), which cannot be calculated automatically, and was instead done by hand following Lennon (1990). Table 1 shows the only correlation in pretest scores higher than 0.8 is between raw speech rate and phonation ratio. As each of these measures theoretically measures different aspects of fluency and the correlations are not overly strong, these five measures were used to create the ordinal variable of fluency improvement, with a range from 0 to 5.

Table 1. Correlation of pretest fluency measures

<table>
<thead>
<tr>
<th></th>
<th>RawSR</th>
<th>NPause</th>
<th>ArtRat</th>
<th>PhonRat</th>
<th>TrimmedSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RawSR</td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPause</td>
<td>-.538**</td>
<td>-.618**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ArtRat</td>
<td>.429**</td>
<td>.636**</td>
<td>-.216**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhonRat</td>
<td>.581**</td>
<td>.848**</td>
<td>-.675**</td>
<td>.153</td>
<td></td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05

Two varieties of spoken complexity are generally measured for L2 research: syntactical and lexical. Syntactical complexity (SyntaxC) is often measured as the number of clauses per analysis of speech (AS) unit (e.g., Foster et al., 2000; Spring, 2020b), and this is was calculated for this study as well. Several measures of lexical complexity are offered by a number of different studies, but this study follows Spring (2000a; b) and utilizes Lu’s (2012) free tool for calculating various measures of lexical complexity that he found to be highly correlated with better L2 speaking ability. However, since there is considerable overlap in some the nine measures suggest by Lu (2012), this study follows (Spring 2000a; b) and employs the highest correlated measure for each aspect of lexical complexity: the number of different words (NDW), the number of different words in random samples of 50 words (ES50), a corrected type-token ratio (CTTR), and a corrected measure of verb variance (CVV1). Table 2 shows the amount of correlation between these five measures. The only correlation over 0.8 observed in the pretest scores was between the number of different words and
corrected type-token ratio. Because these variables all look at rather different aspects of complexity and there was not too much correlation between them, they were all incorporated into the ordinal variable of complexity improvement, with a range from 0 to 5.

Table 2. Correlation of pretest complexity measures

<table>
<thead>
<tr>
<th></th>
<th>NDW</th>
<th>ES50</th>
<th>CTTR</th>
<th>CVV1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDW</td>
<td>.269**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES50</td>
<td>.009</td>
<td>.113</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTTR</td>
<td>.174</td>
<td>.882**</td>
<td>.429**</td>
<td></td>
</tr>
<tr>
<td>CVV1</td>
<td>-.040</td>
<td>-.397**</td>
<td>.548**</td>
<td>.014</td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05

Finally, though accuracy is generally only measured syntactically, Spring (2020a; b) also uses an objective measure of pronunciation accuracy, repeated here. Syntactical accuracy is often measured as the percentage of error-free clauses (e.g., Tavakoli & Skehan, 2005), and pronunciation accuracy has been measured as the percentage of words that could be correctly transcribed by automatic speech recognition (Spring 200a; b). Following Spring (2020a; b), two research assistants counted the number of clauses with grammatical errors and I made the decision when there were any discrepancies between them. The total number of clauses was then counted and I then calculated the ratio of error free clauses. Pronunciation accuracy was calculated semi-automatically using an automatic speech rater and a human to check the number of true differences, according to Spring (2020b). While these two measures address entirely different types of accuracy, Table 3 shows that they exhibit a small amount of correlation in the pretest scores, and not enough to discount either measure. Therefore, these measures were combined into a single ordinal measure of accuracy improvement, with a possible range of 0 to 2.

Table 3. Correlation of pretest accuracy measures

<table>
<thead>
<tr>
<th></th>
<th>Pronunciation Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntactic Accuracy</td>
<td>.190*</td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05

Data Analysis

In order to determine the amount of similarity between instructor-based and scores and peer-based participation scores, first a Spearman’s rank correlation test was used to observe how well correlated instructor-given participation scores and the overall Team-Q scores were. This was done because the primary purpose of the study was to observe correlation between instructor-based scores and peer-based scores, which are best represented by the overall Team-Q scores, and both sets of data are best considered to be measured ordinaly. An ordinal regression analysis was then performed to compare instructor-based scores to the individual category scores within the Team-Q metric to see if the instructor-based scores were more likely based on certain aspects of participation.

In order to answer the second research question, as to whether or not certain participation scores were correlated with more improvement in certain aspects of oral proficiency, individual Spearman’s rank correlation tests were used to compare the instructor-given participation scores and the overall Team-Q scores to each of the three ordinal measures of oral proficiency improvement. This was done because each measure of ordinal proficiency is completely separate,
and improvement is unlikely to happen unanimously across these variables according to the trade-off hypothesis (Skehan & Foster, 1997). An ordinal regression analysis was not used for looking at overall participation scores because instructor-based and peer-based participation scores supposedly measure the same thing, which violates the assumption of an ordinal regression analysis. However, ordinal regression analyses were then used to compare each ordinal measure of improvement to the individual category scores from the Team-Q metric because these supposedly measure different aspects of participation.

**Results**

The results of the Spearman’s rank correlation tests between instructor-based participation scores and peer-based participation scores (overall Team-Q scores) showed a very weak correlation between the two; $r = .187$, $p = .053$. The results of the ordinal regression analysis comparing instructor-based participation scores and the individual categories of the Team-Q metric is shown in Table 4. Overall, the model was significant, but could only explain a small percentage of the variance; $r^2 = .169$, $p = .001$. The category scores found to contribute significantly to the model were “contributes” ($p = .004$), “facilitates contributions of others” ($p < .001$), and “manages potential conflict” ($p = .04$), although it should be noted that facilitating the contributions of others actually shared a negative correlation with instructor-given participation scores. Therefore, it seems that the instructor-based scores and the overall Team-Q scores were accounting for rather different aspects of participation, and that the instructor-based scores were likely (i) more focused on contributions to group work and conflict management than other areas, and (ii) associating a negative score to more effort to facilitate the contributions of others.

**Table 4. Correlation between instructor based-participation scores and Team-Q individual category scores**

<table>
<thead>
<tr>
<th>Category</th>
<th>B</th>
<th>Wald</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contributes</td>
<td>.791</td>
<td>8.410</td>
<td>.004*</td>
</tr>
<tr>
<td>Facilitates</td>
<td>-1.339</td>
<td>17.315</td>
<td>&lt; .001*</td>
</tr>
<tr>
<td>Plans</td>
<td>.093</td>
<td>.157</td>
<td>.692</td>
</tr>
<tr>
<td>Fosters</td>
<td>.294</td>
<td>.751</td>
<td>.386</td>
</tr>
<tr>
<td>Manages</td>
<td>.525</td>
<td>4.229</td>
<td>.040*</td>
</tr>
</tbody>
</table>

*significance at $p<.05$

The results of the Spearman’s rank correlation tests between the two types of participation scores (i.e., instructor-based and peer-based, as measured by overall Team-Q scores) and improvement in the three aspects of L2 oral proficiency (i.e., fluency, complexity, and accuracy) are shown in Table 5. According to these results, instructor-based participation scores are correlated with improvement in fluency ($r = .266$, $p = .005$), but overall peer-based participation scores were not positively correlated with increase in any measure of oral proficiency, and were actually negatively correlated with improvement in fluency ($r = -.210$, $p = .029$).
Table 5. Correlation between participation scores and improvement in L2 oral proficiency

<table>
<thead>
<tr>
<th>Participation Score</th>
<th>Fluency</th>
<th>Complexity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r$</td>
<td>$p$</td>
<td>$r$</td>
</tr>
<tr>
<td>Instructor-based</td>
<td>.266</td>
<td>.005**</td>
<td>-.141</td>
</tr>
<tr>
<td>Peer-based</td>
<td>-.210</td>
<td>.029*</td>
<td>-.156</td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05

The ordinal regression analysis comparing the peer-based scores of individual categories of participation, as measured by Team-Q, showed that the model for fluency improvement was significant with very weak correlation ($r^2 = .169, p = .001$) but that the models for complexity ($r^2 = .081, p = .248$) and accuracy ($r^2 = .026, p = .723$) were not. The results for the contribution of individual category scores to the respective models are shown in Table 6. According to these results, the individual categories of teamwork seem to have little correlation to improvement in any of the areas of oral proficiency, with the exception of “facilitates contributions of others,” which shows a strong negative correlation that likely explains the majority of the negative correlation between the overall peer-based scores and improvement in fluency.

Table 6. Correlation between categorical participation scores and improvement in L2 oral proficiency

<table>
<thead>
<tr>
<th>Category</th>
<th>Fluency</th>
<th>Complexity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$Wald$</td>
<td>$p$</td>
</tr>
<tr>
<td>Contributes</td>
<td>.322</td>
<td>1.514</td>
<td>.219</td>
</tr>
<tr>
<td>Facilitates</td>
<td>-.702</td>
<td>5.428</td>
<td>.020*</td>
</tr>
<tr>
<td>Plans</td>
<td>.138</td>
<td>.347</td>
<td>.556</td>
</tr>
<tr>
<td>Fosters</td>
<td>-.080</td>
<td>.057</td>
<td>.811</td>
</tr>
<tr>
<td>Manages</td>
<td>-.005</td>
<td>.000</td>
<td>.985</td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05

Discussion and Conclusion

According to the results of this study, instructor-based participation scores in an EFL class were quite different from peer-based scores, as taken via the Team-Q metric. The correlation analysis between the individual category scores in the Team-Q metric and the instructor-based scores suggest that one reason for this is that the instructor only considered certain aspects of participation or weighed them more heavily, specifically contributing to the groupwork and managing conflicts within the group. This could be true, as these skills are more likely to result in speaking turns which would then be noticed by the instructor. Specifically, the planning category could be done outside of class time or performed via writing, and fostering a team climate has more to do with attitude, which may not result in more speaking turns. Finally, facilitating the contributions of others may in fact be misconstrued by an instructor as an act of not taking a turn in group work discussions, and could partially explain the strong negative correlation between this category and instructor-based participation scores.
However, there are also a number of potential reasons for the differences in the instructor-based and peer-based participation scores in this study. First, the Team-Q metric was not specifically designed with EFL in mind, and simply asks whether students were active in the groupwork, not whether or not they did it in their target language. Therefore, students who participated actively in the group in the L1 may have received high scores from their peers, but not from their instructor. Furthermore, since the instructor was continually monitoring several groups at once, it is very possible that he simply could not accurately judge the level of participation by each student. Finally, though both the instructor-based scores and peer-based Team-Q scores were based on subjective judgements, the instructor-based scores were all assigned by the same single person, whereas the peer-based Team-Q scores might have varied from group to group if some groups were simply more critical overall than others.

Next, it seems that enhanced in-class participation in groupwork, as measured by instructor-based scores, seems to be somewhat correlated with improvement in fluency, but not complexity or accuracy, which is only somewhat congruent with Spring (2020a). Though Spring (2020a) seems to suggest that instructor-based participation scores are not as informative as peer-based measures in predicting improvement in fluency, he determined that these results were largely inconclusive. This is probably due to the fact that his results were largely skewed due to the inclusion of various other variables in his models as participation scores were not the focus of his study, and the fact that he includes data from students who were sometimes absent and tardy. This study looks more specifically at in-class participation by excluding the data of students who may have been affected by missing class, and also by looking exclusively at participation scores in finer detail.

It is also possible that since instructor-based participation scores and peer-based Team-Q scores are measuring different aspects of participation they correlate to oral proficiency in different ways. For example, since any student can theoretically attempt to participate in the groupwork in their L2, the instructor-based score may be looking more at student efforts to communicate whereas the peer-based Team-Q scores are more closely related to success in communication. If this is true, peer-based Team-Q scores may be associated with high levels of fluency, but would probably result in students with higher Team-Q scores also having higher beginning levels of fluency. Due to the nature of diminishing returns, students with higher beginning levels are less likely to exhibit improvement, which would affect the correlation between Team-Q scores and improvement. To test this theory, I performed a Spearman’s rank correlation test on the five original measures of fluency in participants’ pretest scores and the various measures of participation, the results of which are summarized in Table 7.

Table 7. Correlation between participation scores and participants’ pretest measures of fluency

<table>
<thead>
<tr>
<th></th>
<th>Trimmed SR</th>
<th>Raw SR</th>
<th>No Pauses</th>
<th>Art Rat</th>
<th>Phon Rat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instructor-based</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>-.007</td>
<td>.942</td>
<td>-.159</td>
<td>.100</td>
<td>-.125</td>
</tr>
<tr>
<td>p</td>
<td>.942</td>
<td></td>
<td>.100</td>
<td></td>
<td>.125</td>
</tr>
<tr>
<td><strong>Overall peer-based</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.364</td>
<td>.000**</td>
<td>.148</td>
<td>.126</td>
<td>.057</td>
</tr>
<tr>
<td>p</td>
<td>.000**</td>
<td></td>
<td>.126</td>
<td></td>
<td>.057</td>
</tr>
<tr>
<td><strong>Contributes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.311</td>
<td>.001**</td>
<td>.065</td>
<td>.507</td>
<td>.077</td>
</tr>
<tr>
<td>p</td>
<td>.001**</td>
<td></td>
<td>.507</td>
<td></td>
<td>.077</td>
</tr>
<tr>
<td><strong>Facilitates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.333</td>
<td>.000**</td>
<td>.179</td>
<td>.063</td>
<td>.020</td>
</tr>
<tr>
<td>p</td>
<td>.000**</td>
<td></td>
<td>.063</td>
<td></td>
<td>.020</td>
</tr>
<tr>
<td><strong>Plans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.287</td>
<td>.003**</td>
<td>.091</td>
<td>.350</td>
<td>.142</td>
</tr>
<tr>
<td>p</td>
<td>.003**</td>
<td></td>
<td>.350</td>
<td></td>
<td>.142</td>
</tr>
<tr>
<td><strong>Fosters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.409</td>
<td>.000**</td>
<td>.263</td>
<td>.006**</td>
<td>-.098</td>
</tr>
<tr>
<td>p</td>
<td>.000**</td>
<td></td>
<td>.263</td>
<td></td>
<td>-.098</td>
</tr>
<tr>
<td><strong>Manages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>.326</td>
<td>.001**</td>
<td>.115</td>
<td>.237</td>
<td>.040</td>
</tr>
<tr>
<td>p</td>
<td>.001**</td>
<td></td>
<td>.237</td>
<td></td>
<td>.040</td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05**
The results of Table 6 suggest that having a high trimmed speech rate, i.e., being able to produce more meaningful utterances per second, before the course is highly correlated with higher peer-based participation scores in general. Furthermore, it shows that the subcategory “fosters a team climate” is correlated with most pretest measures of fluency. This means that having good L2 fluency likely results in higher peer-based participation scores, but not necessarily in improvement. Conversely, the instructor-based participation scores are not correlated with pre-test scores, and thus the areas that the instructor scored with the rubric, i.e., actively attempting to speak the L2, are not necessarily associated with pretest measures of fluency. However, this begs the question – are these participation scores similarly associated with oral proficiency also after the course. This was tested by repeating the same analysis but with posttest scores, the results of which are given in Table 8.

Table 8. Correlation between participation scores and participants’ posttest measures of fluency

<table>
<thead>
<tr>
<th></th>
<th>Trimmed SR</th>
<th>Raw SR</th>
<th>No Pauses</th>
<th>Art Rat</th>
<th>Phon Rat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>p</td>
<td>r</td>
<td>p</td>
<td>r</td>
</tr>
<tr>
<td>Instructor-based</td>
<td>.069</td>
<td>.475</td>
<td>.021</td>
<td>.827</td>
<td>-.013</td>
</tr>
<tr>
<td>Overall peer-based</td>
<td>.119</td>
<td>.220</td>
<td>.041</td>
<td>.677</td>
<td>.182</td>
</tr>
<tr>
<td>Contributes</td>
<td>.051</td>
<td>.603</td>
<td>.010</td>
<td>.921</td>
<td>.203</td>
</tr>
<tr>
<td>Facilitates</td>
<td>.087</td>
<td>.371</td>
<td>.019</td>
<td>.846</td>
<td>.162</td>
</tr>
<tr>
<td>Plans</td>
<td>.100</td>
<td>.302</td>
<td>.034</td>
<td>.727</td>
<td>.179</td>
</tr>
<tr>
<td>Manages</td>
<td>.120</td>
<td>.215</td>
<td>.016</td>
<td>.866</td>
<td>.163</td>
</tr>
</tbody>
</table>

**significance at p<.01, *at p<.05

The results of Table 8 differ vastly from those of Table 7. First of all, the overall peer-based scores do not seem to show correlation with any posttest metrics, while the instructor-based scores do show correlation with one metric, namely articulation rate. This result somewhat supports the notion that the instructor-based scores are more indicative of improvement than the peer-based scores. Next, the two sets of results reveal that the same overwhelming trend of correlation between trimmed speech rate and every category of the peer-based scores found in pretest scores is not present in posttest scores. This supports the idea that these correlations are found because students who are naturally fluent before the class begins will be more likely to participate actively. Finally, though the Team-Q category “fosters a team climate” was highly associated with higher fluency before the class, it was not so closely correlated with fluency in the posttest.

Summatively, the results of this study suggest that instructor-based participation scores are more likely to be associated with improvement in oral fluency, but not necessarily with final oral proficiency achievement. Conversely, peer-based participation scores, as measured by Team-Q, are highly associated with pre-treatment measures of fluency, but not necessarily with improvement or post-treatment oral fluency.

Based on the results of this study, it seems that some caution is necessary when using participation scores in the EFL classroom. While instructor-based scores seem to be the current norm, especially in oral communication classes (Crosthwaite et al., 2015; Rogers, 2011), and do seem to have some
correlation to increases in oral fluency, they (i) are not associated with improvement in either oral complexity or accuracy, and (ii) are not very representative of actual skill level. Since there are inherent individual differences in learning styles and even participation styles (e.g., Dörnyei, 2005; Richards, 2014), it is conceivable, based on the results of this study, that some students improve their oral proficiencies through types of participation that are not visible to instructors, such as active listening, or areas that were not correlated with instructor-based scores in this study such as planning, fostering a good climate, or facilitating the contributions of others.

Though some researchers, such as Mello (2010) and Heyman and Sailors (2011) suggest that peer-based participation scores may be more appropriate, the results of this study suggest that caution is necessary here as well. Specifically, the peer-based Team-Q metric seemed be able to identify which students likely had high levels of fluency before the class, but were not very strongly associated with either improvement or fluency levels after the class. Therefore, these scores simply tell us that students with higher proficiency are more likely to be active participants, and do not actually provide a reliable measurement for either improvement or final proficiency levels. This could be in part due to the particular metric used in this study (i.e., Team-Q), and other metrics might provide different results. However, the Team-Q scores and some of the subcategories had clear associations with pre-treatment levels of fluency and clear negative associations with improvement. Therefore, it is not likely that the measurements provided by the Team-Q metric were simply erroneous. Future studies hoping to shine further light on this should take these results into account.

Therefore, before instructors include participation scores in the composite evaluations of their EFL classes, they should perhaps ask themselves what the purpose of the score is in their class. According to the results of this study, it seems that participation scores might not be a good metric for assessing students’ final outcomes, as neither instructor-based or peer-based scores in this study seemed to have much association with final levels of oral fluency. If instructors wish to assign class scores based on actual ability, it might be best not to include participation in students’ final composite scores, as it would likely pollute the final evaluation of skills or ability with construct irrelevant variance (McNamara, 2000), which could potentially affect the fairness of their final grade (Gipps & Stobart, 2006). On the other hand, teachers need to encourage students to actively try to improve, and the instructor-based scores in this study did seem to have some association with improvement. However, a participation score may not be the best solution here. One reason is that the association found in this study, though statistically significant, was not a very strong one. Furthermore, as pointed out by Crosthwaite et al. (2015), instructor-based scores can conflict with students’ particular learning styles, which might cause some students to feel the scores to be unfair or demotivate those with less assertive personalities.

This study was able to bring more light to the issue of participation scores in EFL classes and their connection, or lack thereof, to both skill level and improvement. However, there are several issues beyond the scope of this paper. First, it was unable to discern if there are actual, tangible differences in motivation to participate actively when participation scores are or are not included in a course. Therefore, more research is required to examine the effects of including participation scores (or not) in the final composite grades of on students with a variety of learning styles. Second, the current study was unable to provide a practical and fair solution to the problem of assessing in-class participation. Future studies could perhaps work to refine a participation rubric, based on the results of this study, that would more accurately assess in-class participation in a way that would allow it to be included more fairly in composite class scores.
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Appendix 1: Team-Q Questions
How often does your peer demonstrate the following?

(0 = Never, 1 = Sometimes, 2 = Usually, 3 = Regularly, 4 = Always)*

*In this study, “Always” was defined as peers having done it during 9 or 10 of the group work classes, “Regularly” was defined as peers having done it during 7 or 8 of the group work classes, etc.)

Subcategory: Contributes to team project

1. Participates actively and accepts a fair share of the group work
2. Works skillfully on assigned tasks and completes them on time
3. Gives timely, constructive feedback to team members, in the appropriate format

Subcategory: Facilitates contributions of others

4. Communicates actively and constructively
5. Encourages all perspectives be considered and acknowledges contributions of others
6. Constructively builds on contributions of others and integrates own work with work of others

Subcategory: Planning and management

7. Takes on an appropriate role in group
8. Clarifies goals and plans the project
9. Reports to team on progress

Subcategory: Fosters a team climate

10. Ensures consistency between words, tone, facial expression and body language
11. Expresses positivity and optimism about team members and project

Subcategory: Manages potential conflict

12. Displays appropriate assertiveness: neither dominating, submission, nor passive aggressive
13. Contributes appropriately to healthy debate
14. Responds to and manages direct/indirect conflict constructively and effectively

No subcategory:

15. Generally, how would you rate your peer on the effort they put into team tasks, their manner of interacting with others, and the quantity and quality of contributions they make to team discussions?
0 = Unacceptable, 1 = Poor, 2 = Acceptable, 3 = Good, 4 = Excellent
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