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Getting Started
First of all, congratulations! You graduated from high school, college, and at some point, you decided to be a language teacher. I’m an ESL teacher myself, but whatever language you teach, congratulations again and welcome to the club.

In college, especially as undergraduates, we learn knowledge or knowing, but we also learn action or doing. For example, in drama departments, students learn the history of the theater (knowing), but they also learn how to put on a play (doing). In second language teaching, there is the same relationship between knowing things and doing things (Dunne & Pendlebury, 2003). Our knowing includes how language is processed and how it is acquired; our doing includes teaching and answering questions.

My approach to research is that we should not concentrate on doing things to the point that we forget that doing is ultimately based on knowing. Always thinking about doing at the expense of knowing blinds us to the relationship between what we know (our theory) and what we do (our practice). In my opinion, teachers usually get it half right and half wrong. We get it that knowing without doing is
pointless, but we don’t always get it that doing without knowing is blind.

All teachers know that a classroom is an active place. In fact, many people are often doing multiple things at the same time. Our brains are constantly engaged, and it is hard to stop, record our actions, and reflect on them in the midst of teaching. Yet despite the buzz of activity in a classroom, all our actions are done for a purpose, and the purpose contains within it a reason. This implies that every action we do has a rationale, a theory that guides the action by providing a motivation to the actor for the action. What we do is dependent on what we know. Teachers often call this “what works for me” because we know what we think, but we do not know how or even if it applies to other teachers. How does this practical stance come about? Where did we learn it?

The answer is our background and experience. I watched my teachers and tried to remember what they did. I also learned to teach by reading and listening to the advice of others, but most of all I learned by direct and usually painful experience in the classroom. So, for me and maybe most teachers, action is supreme and tends to crowd out knowing. This is not necessarily a completely bad thing. Action consists of knowing that it has a connection to teaching, and that the connection between them be made explicit. But if it is true that what we do is in the final analysis based on what we know, then we ignore knowing at our peril. I think teachers are correct in insisting that knowledge (ideas, principles, theory) be relevant to doing (teaching). The trick I want to learn is how to articulate my own theory and how to integrate that theory with those of others. And I think one way to do this is through research.

I am on a journey and you are, too. As undergraduates, we were students who took knowledge acquisition as our job. We studied, sometimes, what we were told to study by authorities (college and university teachers), and we believed that what we studied was true. We studied vocabulary, which contained other people’s definitions and other people’s theories. Now we are participating in the construction of that knowledge ourselves. For me, two of the shocks
of becoming a graduate student were the realization that each definition I learned was actually a low-level articulation of a theory, and second, in many cases there were fights over the meaning of those words (because definitions are actually competing theories). In other words, we are in a world in which people fight over words and their meanings, and knowledge is created, not taken for granted.

I once heard a story about three baseball umpires that illustrates this point. They were being interviewed by a newspaper reporter who wanted to know how they called balls and strikes. What the reporter didn’t know was that one of the umpires operated out of a classic philosophy, one had a modern theory, and the third had a postmodern theory. The reporter asked, “How do you know the difference between a ball and a strike?” The classical umpire said, “I call them as they are.” The modern umpire said, “I call them as I see them.” The postmodern umpire said, “They aren’t anything until I call them.” True enough, but what all three umpires don’t fully appreciate is that all of them have theories, which filter their beliefs and influences their actions.

My approach to research is that it is not enough for me to know my way around a classroom. I want to become aware of what I believe and why I believe it; I want to be able to create and construct my knowing, not (only) so I can become a more accomplished knower, but so I can be in charge of my doing which is teaching. That’s what I think research is all about.
How to Get Started

The major argument for educational research, carried out by people who are closely involved with teaching, is that teaching is a complex activity, and no one else will produce the kind of research needed. (Brumfit, 1995, p. 36)

In this chapter, you will learn: what TREES are, some of my thoughts and assumptions about research, some of your thoughts and assumptions about research, and how to get started by thinking of a problem to research. As you read, pay attention to questions that come to you. At the end of many chapters you will see a large box. In that box write a question or two that popped into your mind as you read this chapter.

What does TREE mean?

TREE stands for Teacher-Researcher-Educator-Evaluator. I use this term because it best describes me as a classroom teacher and a researcher. Sometimes I think of myself as a teacher who is also a researcher, and sometimes I think of myself as a researcher who is also a teacher (Stewart, 2006). I am also an educator and an evaluator; As an educator, I am interested in classroom issues, as an evalu-
ator I want to know what works in my classes. Thus, there is a relationship between being a teacher, a researcher, an educator, and an evaluator. When I write about research, I sometimes refer to myself and my readers in one of those roles and sometimes in another, which is confusing because no matter which term I use, I want to include the others. Therefore, I coined the term TREE to include all of these roles.

Some of my assumptions about research

1. Most teachers see themselves primarily as classroom instructors, and secondarily as researchers, if at all. One reason for this assumption is that most of us got started in teaching because we found that we loved the interaction of teaching, with little or no thought of research. Another reason is that we often have not been trained to be researchers, and as a result the thought of doing research often annoys us or scares us.

2. Teachers should also be researchers because I agree with Brumfit (1995) who says that teachers need to do their own research because nobody is going to do our job for us.

3. One way to begin thinking about research is to study the structure of the published research papers. Although no two research papers are exactly alike, there is a common structure that identifies the genre, and it can be helpful to be familiar with that structure.

4. In addition, dividing research into quantitative data (numbers and statistical analysis) and qualitative data (verbal or narrative reporting) is not helpful because it shunts us off into one area or the other, and such thinking doesn’t encourage us to use all of the tools and ideas we otherwise could.

5. I also believe that research and evaluation are activities every teacher engages in, except that we do not usually call it research. Whenever we walk into a classroom, we are alert
to all kinds of input we reflect on, categorize, and learn from. In that sense, research is what happens when we do our normal job.

6. Ideas for research come from many sources such as reflecting on our teaching, going to conferences, talking and listening to others, reading books and journals, becoming aware of a problem, and taking courses, especially graduate level courses.

7. If we are to survive and succeed as individuals as well as professionals, we have to attend conferences and give presentations. No matter the size of our school or the city in which we are located, we can be isolated; we need to constantly be reaching out and networking. Attending conferences is one way to do that.

8. Everyone feels inadequate. Remember the first time you rode a bicycle, your first kiss; in fact, the first time you did anything? Getting started is not a pretty sight. When starting research, we teachers are in the same position that our students are in most of the time, trying to get started while feeling inadequate.

9. Finally, anyone can do research. If you have enough knowledge and skill to be a teacher, you have enough knowledge and skill to be a researcher. The question is, why would anybody want to? I have two answers. First, if we don’t do research to answer our questions, nobody else will do it for us. Second, if we don’t engage in research, we endanger ourselves because we will be doomed to keep repeating our experiences. Repetition leads to boredom, the first stage of depression and burnout.

What are some of your ideas about research?

In order to begin to answer this question, try answering the questionnaire on the next page I call the Preferences Data Questionnaire or PDQ. There are only eight questions. Your answers may give you an insight into the type of research designs you are attracted to. To
take the PDQ, read the eight statements below. As you read each of the items, circle the number that best fits your feeling about the statement. If you aren’t sure, just guess.

Preferences Design Questionnaire (PDQ)

1. I like to personally observe what I am researching to get data.
   - No — Not Sure — Maybe — Probably — Absolutely —
   - 1 — 2 — 3 — 4 — 5 —

2. Interviewing people is a good way to do research.
   - No — Not Sure — Maybe — Probably — Absolutely —
   - 1 — 2 — 3 — 4 — 5 —

3. Questionnaires show what people really think.
   - No — Not Sure — Maybe — Probably — Absolutely —
   - 1 — 2 — 3 — 4 — 5 —

4. Letting people mark or write answers to questions is a good way to collect information.
   - No — Not Sure — Maybe — Probably — Absolutely —
   - 1 — 2 — 3 — 4 — 5 —

5. Tests can show what students have learned.
   - No — Not Sure — Maybe — Probably — Absolutely —
   - 1 — 2 — 3 — 4 — 5 —

6. If you want to know something, ask questions and listen to what people say.
   - No — Not Sure — Maybe — Probably — Absolutely —
   - 1 — 2 — 3 — 4 — 5 —
7. If I am doing research on my students, I like to watch them carefully and notice what they do.

- No——Not Sure——Maybe——Probably——Absolutely
- 1—— 2—— 3—— 4——5

8. Although not perfect, test scores can be a good indicator of learning.

- No——Not Sure——Maybe——Probably——Absolutely
- 1—— 2—— 3—— 4——5

How to score the PDQ questionnaire

Add your scores for items 3, 4, 5, and 8 and record the total for A.

Add your scores for items 1, 2, 6, and 7 and record the total for B.

A Item numbers: 3 __ + 4 __ + 5 __ + 8 __ = _____

B Item numbers: 1 __ + 2 __ + 6 __ + 7 __ = _____

If your score in the A column is higher than your score in the B column, it may indicate you like to look at research analytically, and you might like to use tests and analyze them using statistics. You might like the experimental research design. You also might like questionnaires that provide numbers in much the same way that the one you just took did. In that case, you might like the survey research design.

If your score in the B column is higher than your score in the A column, it may indicate you like to look at the whole picture and not break things down into parts. You might be drawn to observation and informal situations. Perhaps you like to listen to what people have to say. In that case, you might be interested in a research design such as case study or action research.
What do your PDQ scores mean?

First, work with a partner or in a small group. Tell your partner what your PDQ A and B scores are. Listen as they tell you their scores.

Second, in your opinion, are your A column scores very different (more than three points apart) or practically the same (three or less points apart) as your B column scores?

Third, what is your best guess as to what your PDQ scores might say about you and how you might begin a research project?

How I usually get started

There may not be any one best way to start a research project that works for all of us all the time. However, as I reflect on my own experience, I seem to have a general starting point. I often start from a problem, and from the problem I work to formulate a research question or questions I want to answer.

Where do research questions come from?

Formulating a problem may not be easy. This could be because as readers of research, we often see the results of another person’s research, but we do not know the process the researcher went through to get the idea for the research. I decided to ask faculty, graduate students, and under graduate students how they got ideas for research projects. After informally interviewing these groups of researchers, three sources for research ideas emerged: research ideas that originate outside ourselves, ideas that come from within ourselves, and ideas that come from current research in our field of interest.
Research ideas that originate outside ourselves

More experienced researchers (MERs) such as teachers, state that they are receptive to questions from their students. For example, teachers can get ideas for research from the questions that students ask. Additionally, MERs are likely to attend conferences, which they report as another way of getting ideas. They attend session on topics of interest, and come away with handouts, ideas, and in some cases, the presenter as a research collaborator. Finally, experienced researchers often look for or are approached by other persons who suggest topics and ask them to partner with them on research projects.

Less experienced researchers (LERs) tend to listen to the professor of a class they are taking. They listen carefully to the course instructor as he/she mentions research ideas in class or in meetings after class. In graduate school, I used to take notes, especially during the first class, when my professors gave their opening lecture. Often, they would give a review of the subject with possibilities for research projects. I could nearly always find a topic. Sometimes LERs ask their professors directly for research ideas, and sometimes they are able to work with professors and joint projects. Attending conference presentations can also give LERs ideas. Finally, less experienced researchers told me that they talk to their friends both in and out of class for research ideas.

Research ideas that originate from within ourselves

More experienced researchers have past research experience which provides ideas and gives them a base from which to launch new research. MERs read and reflect on current research that provides them ideas. MERs pay attention to what they are interested in, and find the research aspect of that interest.

Less experienced researchers report that they think about what they want to know, and sometimes research projects come from an area or person they want to know more about. Their biggest challenge is to
find a research area that they would find interesting to sustain them through the research process.

Research ideas that originate from research in the field

More experienced researchers are likely to be currently engaged in research; they know that whatever project they are doing, it is likely that it will spawn additional ideas that can be investigated. In other words, they see a research project as an area or multiple ideas, not an isolated idea that once investigated is over. In addition, MERs have read the literature in their area and as a result can identify gaps in research. They know that they can research those gaps. Finally, most textbooks are written by the very instructors that teach the courses in which those textbooks are used. When a textbook becomes outdated or when they have a new approach, MERs can nominate themselves to work on a textbook which in many cases involves research.

Less experienced researchers report that they read generally and more specifically in the field they want to research. More general reading includes newspapers, going on-line to search for a topic, and pleasure books to get ideas; specific reading includes journal articles from previous research and the assigned text.

If you are new to research, how can you get a research idea?

1. Listen to your instructor in class as they discuss research areas. Make an appointment and follow up. Give your instructor some idea of what interests you; don’t expect to just be given a research idea. Your instructors probably had to work for their ideas, and they expect you to do the same.
2. Attending conferences on a topic area is always a good idea. There may be small conferences held nearby, especially those in your university and even in your department. A
conference of any size is a marketplace of ideas waiting to be picked up free of charge.

3. Ask your librarian what journals and periodicals are in the library, browse through them looking for interesting topics. If you find an article describing research that interests you, there is no reason you can’t replicate the research. Get a copy of the article, study it, and see if you can do the same or similar research.

4. Think about an idea you are familiar with and would like to investigate further. Ask your instructors what they think about the idea. Get into the habit of talking to your fellow students as professionals about research.

5. Consider any assigned textbook as a source for research ideas. Look through the table of contents for interesting chapters, and then skim and scan for ideas.

6. Another approach to getting started in research is Barkhuizen (2009, p. 116) who asks teachers new to research a series of seven open-ended questions. For example, his first question is “I remember once in my classroom I had a very difficult time trying to …”. All the questions are related, and together, the answers might form a helpful narrative to get started.

Task 1

Pick at least one of my assumptions and say why you agree or disagree with it.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 2

List two of your assumptions about research. Think of an assumption as any thought, idea, or belief you have.
Assumption One

_________________________________________________________
_________________________________________________________
_________________________________________________________

Assumption Two

_________________________________________________________
_________________________________________________________
_________________________________________________________

Task 3
Fill out the research proposal form below. If some of the categories are not clear, write “undecided” and fill them in later. Assume you can change your mind at any time, but if a proposal or a complete research paper is required, also assume that time is limited.

Research Proposal Form

Name ____________________________ Date ______

Where did the idea for this research come from?

_________________________________________________________
_________________________________________________________
_________________________________________________________

What is the purpose of this research?

_________________________________________________________
_________________________________________________________
_________________________________________________________

State your research questions (RQs)

_________________________________________________________
For each RQ, state the purpose. (Why are you asking it, what do you hope to find?)

For example, RQ1 will tell me X, RQ2 will tell me Y.

What data collection instrument could you use to gather data to answer the RQ?

Who are your likely participants?
Introduction to Research Designs
It is often hard to think in the abstract about how to conduct research. Teacher-Researcher-Educator-Evaluators (TREEs) often want clear categories in order to be able to think about research because if you can’t think clearly, it makes it more difficult to act clearly. Two terms helpful in thinking about research are design and data, or more specifically, research designs and data collection instruments. In Part Two of this text, titled Design, I will discuss various research designs. In Part Three, titled Data, I will discuss various data collection instruments.

An introduction to a research article, starting from a statement of the general topic and concluding with a specific research question or questions, can be seen as stating the question the paper intends to ask. In that sense, the elements of the introduction are necessary for any research paper in that it would be hard (but maybe not impossible) to imagine a research paper that did not clearly state its purpose somewhere fairly close to its beginning. How we answer the ques-
tion, on the other hand, is a function of the design, and can vary greatly in form depending on the design chosen.

<table>
<thead>
<tr>
<th>THE QUESTION</th>
<th>THE ANSWER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduction (Purpose and RQs)</td>
<td>Research Design</td>
</tr>
</tbody>
</table>

Figure 1. The structure of a research paper

What is a research design?

Creswell (2003, p. 15) uses the term *strategy* to explain design. He also uses the terms *tradition, method, approach, procedure, and process.* Vogt, Gardner, and Haefele (2012, p. 3) define research designs as the basic ways of collecting evidence for a research study. Ary, Jacobs, and Razavieh (1990) say a research design is “a description of the procedures to be followed in testing the hypothesis” (p. 110). For Babbie (2004) research design “involves a set of decisions regarding what topic is to be studied among what populations with what research methods for what purpose” (p. 112). Gay and Airasian (2000) define research design as “a general strategy for conducting a research study” (p. 107), which describes the basic structure of the study. They explain that research design tells the researcher which strategy to select, and includes the hypotheses, variables, and real-world constraints. Perry (2011) says that a research design is “the overall plan for carrying out a research study” (p75). Vogt (1999) in his helpful dictionary of statistics and design defines research design as, “The science (and art) of planning procedures for conducting studies” (p. 247). As examples of research design Vogt (1999) gives experiments and quasi-experiments. Finally, for Mohr (1996, p. 104) a research design is the basis for causal conclusions.

A research design can be defined as an operating model for a research project, which accounts for the internal reasoning (causal-
ity) and external reasoning (generalizability). If the introduction in a research paper raises the question to be investigated, the research design contains directions to determine the answer. As a blueprint is to building a house, a research design is to conducting a research project. The research design stipulates the parts of the research project, how they are arranged, and how they function. However, the research design does not determine the type of data, how the data are collected, or how they are analyzed any more than a blueprint tells a house builder the color of the walls or what furniture might occupy its various rooms.

How many research designs are there?

To answer this question, I examined the tables of contents from as many research methods books as I could find. I did not consider specialized texts such as those discussing only one type of approach or those discussing one design exclusively. Invariably such textbooks contain a section of what Creswell (2003) and others variously call design, strategy, tradition, method, approach, procedure, process, and orientation. I interpret these terms to be or point in the direction of research designs. A convenience sample of twenty-one textbooks was examined: Arthur, Waring, Coe and Hedges (2012); Ary, Jacobs, and Razavieh (1990); Babbie (2004), Bernard (1994); Brown and Rogers (2002); Charles and Mertler (2002); Cohen, Manion, and Morrison (2000); Creswell (2002; 2003; 2005); Gay and Airasian (2000); Heppner, Kivlighan, and Wampold (1999); Johnson (1992); Lodico, Spaulding, and Voegtle (2006), McDonough and McDonough (1997); McKay (2006); Nunan (1992); Neuman (2000); Paltridge and Phakiti (2010); Seliger and Shohamy (1989); and Tuckman, (1995).

It is illuminating to list research designs found in research method books by their frequency of mention, that is, how many of the methods books listed here contain a chapter on a certain design. Such a listing of chapters on various designs may point to a level of consensus on the acceptance of the design, and perhaps point to the level of perceived importance attributed to various research designs.
Of the 27 possible research designs listed in Table 1, can we be sure all of them are actually research designs? For example, number four is correlational design. This suggests to me that correlation is a way of conducting research, and thus a research design. But correlation is a statistical procedure, and as such is an example of data analysis. Therefore, the list of designs may actually be shorter.

We can divide the list of 21 research designs given a full chapter into the top seven and the bottom seven. The top seven are probably better-known to most of your colleagues, and the bottom seven are probably less well-known.

We can make a case for at least three trends: There are more possible research designs that are normally considered, there seems to be a rise in an interest in evaluation and grounded theory designs, and if a TREE were to pick up a research methods textbook, there is a high chance of finding a chapter on experimental and survey design, a medium chance of finding a chapter on case study or action research design, and a relatively low chance of finding a chapter on narrative or grounded theory design.

Table 1. Research Designs from Tables of Contents listed by frequency of mention

<table>
<thead>
<tr>
<th>Research Designs</th>
<th>Frequency of Mention</th>
<th>Percent of Mention</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Experimental</td>
<td>20</td>
<td>.95</td>
</tr>
<tr>
<td>2. Survey</td>
<td>17</td>
<td>.81</td>
</tr>
<tr>
<td>3. Ethnographic</td>
<td>10</td>
<td>.48</td>
</tr>
<tr>
<td>4. Correlational</td>
<td>9</td>
<td>.43</td>
</tr>
<tr>
<td>5. Case Study</td>
<td>9</td>
<td>.43</td>
</tr>
<tr>
<td>6. Action Research</td>
<td>9</td>
<td>.43</td>
</tr>
<tr>
<td>7. Qualitative/naturalistic</td>
<td>7</td>
<td>.33</td>
</tr>
<tr>
<td>8. Ex post facto</td>
<td>5</td>
<td>.24</td>
</tr>
<tr>
<td>9. Descriptive</td>
<td>4</td>
<td>.19</td>
</tr>
<tr>
<td>10. Evaluation</td>
<td>4</td>
<td>.19</td>
</tr>
<tr>
<td>11. Grounded Theory</td>
<td>4</td>
<td>.19</td>
</tr>
<tr>
<td>12. Introspection</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td>13. Narrative</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td>14. Historical</td>
<td>3</td>
<td>.14</td>
</tr>
<tr>
<td>15. Causal-Comparative</td>
<td>1</td>
<td>.05</td>
</tr>
<tr>
<td>16. Interaction analysis</td>
<td>1</td>
<td>.05</td>
</tr>
<tr>
<td>17. Mixed Methods</td>
<td>1</td>
<td>.05</td>
</tr>
<tr>
<td>18. Phenomenology</td>
<td>1</td>
<td>.05</td>
</tr>
<tr>
<td>19. Philosophical research</td>
<td>1</td>
<td>.05</td>
</tr>
<tr>
<td>20. Systematic review/meta-analysis</td>
<td>1</td>
<td>.05</td>
</tr>
<tr>
<td>21. Visual methodologies</td>
<td>1</td>
<td>.05</td>
</tr>
</tbody>
</table>

Other designs that were mentioned but not given full chapter status
How to select a research design

One way to decide on a design is to select one that addresses your purpose and answers your research questions. This seems to be common sense. To the extent that you are clear about your research questions, you can ask yourself which design could best answer them, and select that design. The problem with this approach is the hidden assumption that either there is only one answer or that there is a best answer. In fact, any design can answer any research questions. Asking which design could answer your research question would be like asking which car in a group of cars could take you from your home to your school. The answer is that, unless they are defective in some way (or out of fuel), they all could. Nevertheless, asking which design best answers your purpose could work.

Second, you can use the design you already know. Perhaps most of the research papers that you have read use a certain design, and all or most of your professors, colleagues or other research mentors use this design. In a strange way, this makes sense, even if it is limiting. We tend to use what we know, and if we only know one design, then that is the one we will select.

A third and somewhat related approach is to use the design strongly
promoted by a senior colleague. Many researchers believe that only one certain design, which incidentally happens to be the one they prefer, is legitimate. These researchers often influence their colleagues—especially those who work under them—to use the same design. This is more a political decision than an academic one, but it has the advantage in that the professor under or with whom you are working can give cogent advice on the research because of familiarity with the design.

Fourth, it might be that your academic specialty has a preference for research using a certain design. Since you want to gain admission to this area of specialization, it makes sense to use this design. A variation of this approach is that you want to publish in a certain journal and it seems to publish a certain type of research using a certain type of design. Therefore, you might use this design to increase your chances of publication. Again, this is a political and pragmatic decision, but one that is understandable.

Fifth, you are intrigued by a certain design and want to learn how it works. Therefore, you choose this design to guide your research. By doing so, you broaden your area of expertise. This is a research-design-as-adventure point of view, which has many benefits.

These are some of the reasons, both political and practical, why and how researchers pick a research design, and there may be more. It is hard to say that some of these reasons are better than others. The only rationale that I would advise against is picking a design thinking it to be easy. There is no such thing as an easy design. Nonetheless, even if you pick a design for that reason, you will still learn a lot—including the fact that it will probably not be as easy as you first thought.

Mixed-method design

Currently, one hears a lot about mixed-methods design (Green, 2007; Plano Clark & Creswell, 2008; Smith, 2006). One working definition of mixed-method design is the combination, integration, or mixture of qualitative and quantitative research methods (Morgan, 2007).
Part of the origin of mixed-method design is a reaction to what Johnson and Onwuegbuzie (2004) call the paradigm war between quantitative purists (researchers who gather and analyze numbers and strive for objective generalizable findings) and qualitative purists (researchers who gather and analyze words and strive for subjective understanding). They object to the notion that we must join one or other of these camps, and using the philosophy of pragmatism, they argue that researchers can conduct quantitative research, qualitative research, or combine both.

How does mixed-method work?

One explanation of how mixed-methods might work comes from Tashakkori and Teddlie (1998) who cite a model of mixed methods based on Patton (1990, p. 188) in which Patton considers design (subdivided into naturalistic and experimental), measurement (subdivided into quantitative and qualitative), and analysis (subdivided into content and statistical). By combining the subcategories, Patton arrives at six categories, and argues for what he calls multiple forms of triangulation. The results can be seen in here in Table 2.

Table 2. Examples of mixed methods as a result of triangulation based on Patton (1990)

<table>
<thead>
<tr>
<th>Design</th>
<th>Measurement</th>
<th>Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Experimental</td>
<td>Quantitative</td>
<td>Statistical</td>
</tr>
<tr>
<td>2. Naturalistic</td>
<td>Qualitative</td>
<td>Content</td>
</tr>
<tr>
<td>3. Experimental</td>
<td>Qualitative</td>
<td>Content</td>
</tr>
<tr>
<td>4. Experimental</td>
<td>Qualitative</td>
<td>Statistical</td>
</tr>
<tr>
<td>5. Naturalistic</td>
<td>Qualitative</td>
<td>Statistical</td>
</tr>
<tr>
<td>6. Naturalistic</td>
<td>Quantitative</td>
<td>Statistical</td>
</tr>
</tbody>
</table>

As listed in Table 2, design type one would be experimental, using quantitative data, and statistical analysis of those data. This is the classical experimental design, or what Patton calls the pure deduc-
tive approach. Design type two naturalistic inquiry, uses qualitative data, and content analysis. This is pure (or at least typical) inductive approach, which Patton terms qualitative strategy. But types three, four, five, and six could be called mixed forms. For example, design three, experimental, uses qualitative data and content analysis. If the term method is defined as data collection and data analysis, we have examples of mixed data methods, but not mixed designs. Nevertheless, Patton’s model helpfully illustrates the possibility of using multiple forms of data and analysis within a design. Whether or not it is necessary to give these combinations a new name such as mixed-methods or mixed-model studies is open for discussion.

Ambiguity of the term ‘method’

A major problem of mixed-method design lies in the ambiguity of the term method, which means a way of doing something. However, doing what exactly is not specified or included in the term itself. Method could refer to a way of organizing research (in which case I would argue the term design is more precise), it could refer to a way of collecting data (in which case I would argue data collection instrument would be better), or it could refer to a way of analyzing data. Often the term method is used without definition. For example, in the preface of their book on mixed methods, Tashakkori and Teddlie (1998) use the terms method or methodology 27 times without defining it. Nor did they include either term in their index. Method is frequently used in close proximity to other terms such as paradigm, quantitative, and qualitative, but these terms are seldom if ever defined (see, for example, Angouri, 2010). If by method one means a research design, then the term mixed-method design creates—at least for me—a logical perplexity. Can there be an experimental survey or an ethnographic experiment? This is difficult to imagine since each research design has its own logic of organization. Combining and transforming are different processes. To use an analogy, if a researcher has some apples and some oranges and puts them all into a single container, is the result a bag of apples and oranges or a new entity, perhaps a bag of apples? See also Sandelowski (2008) for a
related discussion involving the metaphors of apple juice, orange juice, and fruit juice.

**Mixed data collection**

Some of the literature suggests that the term *mixed methods* means the use of more than one kind of data (Barkaoui, 2010). If this is the case, the term *mixed-method design* may not be appropriate because all it would mean is that more than one type of data is being collected. Given the current popularity of triangulation or multiple data collection, most research could be called mixed-method design, but such a wide application of the term runs the risk of becoming meaningless, or at least not very informative.

**Quantitative and qualitative not defined**

Johnson and Onwuegbuzie (2004) extensively use but do not explicitly define the terms quantitative or qualitative, although they do describe the strengths and weaknesses of both terms. When one looks carefully at their descriptions, one finds in quantitative research the experimental design and in qualitative research the case study design (although grounded theory is also mentioned). For example, in describing quantitative research, they list eleven strengths including: “The researcher may construct a situation that eliminates the confounding influence of many variables, allowing one to more credibly assess cause-and-effect relationships” p. 19. This is a good description of the experimental design. In describing qualitative research, they list thirteen strengths including: “It is useful for studying a limited number of cases in depth” and “It is useful for describing complex phenomena” p. 20. This seems to describe case study design. So, the designs are there, but they are submerged or subsumed under the terms quantitative and qualitative. Finally, they invoke what they call the fundamental principle of mixed research: “researchers should collect multiple data using different strategies, approaches, and methods in such a way that the resulting mixture or combination is likely to result in complementary strengths and non-
overlapping weaknesses” (p. 18). In other words, the fundamental principle of mixed research is data collection.

Explaining how designs are combined

Biesta (2012, p. 148) raises several questions about what can be combined. One of his questions is, “is it possible to combine an experimental/interventionist design and naturalistic/non-interventionist designs?” He doesn’t directly answer, but implies the answer is yes by saying, “it is relatively uncontroversial to combine different designs within the same programme” (p. 148). What constitutes a program is never explicitly explained; nevertheless, the answer does not match the question. The question was not, can a researcher combine two different research designs in the same program? (The answer, depending on what is meant by program, is probably yes). The question was, can two different designs be combined with each other?

He next moves to a section titled Different mixed designs, by which we assume he intends to describe various mixed designs. In fact, he begins his discussion with the term design, then changes it to elements, then approaches, and finally arrives at the term data. He says, “it will not come as a surprise that there are many ways in which one can combine different elements in a mixed research study or research programme” (Biesta, 2012, p. 142). Note that a more exact term of interest, namely design, was changed to the less clear term, element. I believe a researcher—or better yet, a team of researchers—could combine an experimental design with a case study design in a research program, but I wonder if it would be practical in terms of the amount of space it would require to report the results to combine two designs in the same study. Biesta moves on, changes the key term from elements to approaches and introduces the terms concurrent and sequential designs that include quantitative and qualitative elements, examples of which are statistical data and interviews. Once again, we started the discussion expecting a description of mixed designs and we end the discussion with examples of mixed forms of data.
The problem

The problem is that researchers attempting to use a mixed-method design may be led to the conclusion that if they include quantitative and qualitative data in some combination, they have implemented a design, when in fact they have provided multiple forms of data—an idea I strongly support—at the expense of a clear understanding of design.

Consider this example. Suppose a teacher is investigating his/her own class. Scores from a norm-referenced, standardized test of some sort are available, and the teacher considers them valuable because such scores might indicate whether this group of students is relatively the same (homogeneous) or relatively different (heterogeneous) on whatever construct the test purported to measure. If we stopped here and only used quantitative test data, this study might be termed quantitative research. But suppose the teacher also wants to include observation and interview data. Is there any problem with combining qualitative observation and interview data with quantitative test data in the same research? I don’t think so. This is because any design can accommodate any type of data. To identify research by the type of data gathered is not only confusing and unhelpful, it is by and large not possible if multiple types of data are gathered, which is frequently the case. Instead of using the term qualitative or quantitative research, let us come down a level of abstraction and identify the research design we propose to use so that we can harness the power of design to analyze our data.

Conclusions about mixed methods so far

I have not read every explanation of mixed methods research, but of those cited here, the conclusions so far can be stated:

1. Those researchers concerned to promote mixed methods frequently do not define their terms.
2. They use multiple undefined terms to refer to the same
phenomena, which allows them to equate different but related concepts such as design and data.

3. They have an unarticulated assumption that a type of data (say, data from interview questions) by its very nature includes a type of research (say, qualitative research). Thus, if a researcher uses multiple forms of data, the researcher is at the same time using multiple forms of research design. In other words, they seem to be arguing that the design is embedded in the data.

4. The rich diversity of research methods is reduced to two general approaches called quantitative research and qualitative research.

Maybe I am wrong in my analysis of mixed-methods research. From their insider point of view, mixed methods researchers claim to be the collecting various types of data and various or mixed types of design. From my outsider point of view, mixed-methods researchers seem to be collecting of various types of data. I am not a critic of mixed-methods so much as I am a promoter of clearly stated designs because the function of a design (except for the survey design) is to explain causality. I fear that designs will be reduced to two general categories called qualitative and quantitative research. I also fear that educational and language research (the two areas of research I am most interested in) will suffer because practicing researchers will claim to be using mixed-methods research with no clear idea of what they are doing. With that in mind, I end with a request for teacher-researchers who claim to be using mixed-methods.

Requests for researchers using mixed-methods designs

Tell us if you are engaging in descriptive research. If you are, perhaps the issue of design can be avoided altogether. If, on the other hand, you are engaging in research that investigates causality, then your job is more complex. Going back to the working definition of mixed-methods at the beginning of this section, tell your readers what you mean by method, quantitative methods, qualitative meth-
ods, and how you are combining or integrating or mixing (pick one) them. In other words, if you are mixing something, tell us what you are mixing, how you are mixing it, and why you are mixing. Also, if you are investigating causality, tell us how your mixed-method is capable of establishing causality, and under what conditions it could do so. Then tell us how you plan to proceed. See Appendix C on causality.

What conclusions can be drawn about research designs?

Keeping in mind that the research method textbooks examined in Table 1 may or may not be a representative sample, some tentative conclusions can be drawn. First, there appear to be many research designs available to researchers, but there is no agreement as to the exact number. Second, various research designs are inconsistently named. These inconsistencies seem to be examples of what Pedhazur and Schmelkin (1991) call the “Jingle Jangle fallacy”. The Jingle fallacy states that because constructs are called the same name, they are the same; the Jangle fallacy states that because constructs are called by different names, they are different. In other words, just because authors call things by the same name does not mean they really are the same, and just because authors call things by different names does not mean they are really different. An example of using the same name but with a different meaning is Ary, Jacobs, and Razavieh (1990) and Gay and Airasian (2000) who both use the term descriptive but on close inspection Ary, Jacobs, and Razavieh (1990) mean descriptive statistics while Gay and Airasian (2000) mean survey. An example of using different names, but with the same meaning is Ary, Jacobs, and Razavieh (1990) and Gay and Airasian (2000) who both use the term “causal-comparative” while Cohen, Manion, and Morrison (2000) use the term “ex post facto.” Both terms seem to be pointing to the same design.

Finally, as shown in Table 1, some research designs are mentioned more frequently than others. In the research methods books examined, experimental design was given chapter level discussion in all but one book. On the other hand, several research designs are given
chapter status by only one or two authors. This suggests that perhaps these designs are not popular or not favorably viewed, at least by the North American research methodologists who wrote the majority of the books. We might conclude that if a TREE were to elect to use a popular research design, such as a variation of experimental design or survey design, for a paper, thesis, or dissertation, the decision would be met with understanding and probably approval (Lazaraton, 2005). On the other hand, if a TREE elected a less popular research design, such as action research or grounded theory, the decision might initially be met with less understanding. This is not to say that lesser known research designs should not be selected, but it does suggest that gatekeepers such as professors and journal editors may not be as familiar with these designs. As a result, the TREE may have to explain the selection of these designs more fully. The lesson to be learned is to carefully consider design selection, remembering that the decision may be as much political as it is academic.

Reflection on Research Designs

1. What are some research designs with which you are familiar?
2. Consider the five ways discussed to decide on a research design. Which appeal to you?

Task

1. Locate a general research methods book. Look at the table of contents and report the designs you find.
2. Locate and read a research paper. Can you easily determine what design was used? Did the author or authors explicitly state their design? If not, how did you decide which design it was?
Surveys have broad appeal, particularly in democratic cultures, because they are perceived as a reflection of the attitudes, preferences, and opinions of the very people from whom the society’s policy makers derive their mandate. (Reeves & Parker, 1992)

In this chapter, you will learn the basic concepts of sampling that are necessary to understand survey research. This chapter will not discuss data collection instruments commonly used in Survey Research Design, such as questionnaires, observations, or interviews, because these instruments can be used with other designs. You will also be introduced to many key terms associated with SRD listed in the glossary at the end of this chapter.

Questions to think about

1. Have you ever taken a poll or a survey?
2. Do you generally trust the results from polls and surveys?
3. Have you heard about a recent poll or survey? Explain its focus and what it was trying to determine.
Introduction

Survey research is well known and widespread in many countries. Hardly a day goes by without reading the results of a survey in the newspaper, being asked to take a survey on the internet, or hearing about the results of the latest poll on T.V. In the social sciences, survey research has experienced a dramatic increase (Berends, 2006). Smith and Davis (2003) confirm that, in experimental psychology at least, surveys and questionnaires have not only survived, but have thrived and are popular in current research. For a short history of survey research, see Neuman (2000, p. 247). In the second language field, a major problem continues to be the over-identification of questionnaire instruments with survey design. Even experienced researchers such as Rea and Parker (1992) identify survey research as an example of data collection—which it is not. A survey is a research design, while a questionnaire is a data collection instrument. Since any research design can accommodate data from any collection instrument, a questionnaire and the data it produces can be used in any research design and should not be exclusively identified with survey design research.

Survey Research Design (SRD) defined

A survey design uses various data collection procedure to enable the teacher-researcher-educator-evaluator (TREE) to investigate a construct by asking questions of either fact (descriptive) or opinion (explanatory) from a sample of a population for the purpose of generalizing to the population. The term survey is an umbrella term that allows for many data collection procedures including questionnaires, interviews, and observations.

What are its historical roots and beliefs?

Surveys have been used since ancient times for census and tax purposes. Charles Darwin and his cousin Francis Galton used ques-
tionnaires in the late 1800s to gather support for their theories on evolution and intelligence (Goodwin, 2003). Surveys, as we have come to know them, date from the 1930s (Ary, Jacobs, & Razavieh, 1990, p. 410). George Gallup founded his American Institute of Public Opinion in 1935 (Rea & Parker, 1992).

Survey design studies purport to measure a construct which may be theoretical (for example, opinion, beliefs, attitudes) or practical (for example, ownership of certain objects, time spent on certain tasks). Survey design studies, especially those providing opinions, gather data made by respondents after the fact. As a result, the data is in one sense subjective and unverified and in another sense objective. For example, if we ask a certain group how many hours a week they spend talking with their family and they report a certain number, subjectively we may wonder if that is correct, but objectively it is the number they reported, and we can work with that (Bernard, 1994, p. 261).

Key components of Survey Design

Ary, Jacobs, and Razavieh (1990, p. 411) list five steps in the survey process: Planning the survey, sampling or deciding whom to survey, constructing the instrument, conducting the survey, and analyzing the data. Brown (2001, p. 8) lists six similar steps: planning the survey, developing the instrument, gathering the data, analyzing the data statistically, analyzing the data qualitatively, and reporting the results.

How survey design might look as a visual

A survey design consists of a construct, a population of interest, a sample, and a data collection instrument used to measure the construct in the sample.
The construct must be identified and defined, the population must be described, and the sampling process must be explained. A construct is the term TREES give to that which they are researching. A construct may be well-defined due to previous research, or it may be ill defined and vague. But well-defined or vague, the construct must be stated; otherwise, how can a researcher sample a population on an unstated issue, problem, or concern? The construct defining process often takes place in the literature review and is reflected in the purpose section. The construct plays an important role when it comes to selecting and constructing the data collection instruments.

A population may be persons or things, but more often than not in education and applied linguistics it comprises persons. In addition to defining the construct, survey research must explain why we would reasonably expect this population to possess this construct.

A sample is part of the population that the TREE will actually survey using some type of data collection instrument, often a questionnaire or observation protocol. This process of collecting data from a
smaller group and generalizing interpretations about this group to a population is called \textit{sampling}. The sample must be shown to be representative of the population. Survey design data collection instruments such as questionnaires and observation tend to ask carefully-constructed-but-answerable questions rather than profound-but-hard-to-answer questions; profound questions concentrating on a few persons would be better accommodated by another instrument, perhaps interviews.

\textbf{A brief scenario}

Greta teaches educational linguistics in a university second language studies program. For some time, she has been interested in the extent to which classroom teachers use lectures to present material. Recently a policy recommendation was issued by the state educational commission which stated that when possible, student centered classroom procedures should be used, and one of the specific directives was the use of pair and group work to replace lectures as a way of introducing and working on material. The teachers Greta talked to in her school and at state conferences indicated that they agreed with this new policy, but Greta wonders what other teachers think and to what extent they are actually implementing the recommendation to use lecture format less often and engage in tasks more. Because this is both a state and local issue, she wants data from teachers statewide, school-wide, and department-wide. She decides to embark on a study using a survey design with a questionnaire to investigate teacher opinion and practice across the state. In addition to her survey, she will employ an observation technique to investigate school practices, and finally interviews with teachers in her department.

\textbf{What is Survey Design good at?}

Survey design can produce descriptive summary, but also generalized statements based on large databases (Cohen, Manion, & Morri-
Survey design is good for providing information for curriculum development including needs analysis and program evaluation as well as researching certain topics (Brown, 1997). It is also good at collecting data on groups too large to observe directly (Babbie, 2004). Data collection instruments, especially data from questionnaires, can gather data in a relatively short period of time. This data can be analyzed statistically and produce generalizable results. For this reason, a complex survey can be used as the basis for a thesis or dissertation. In fact, surveys and their resulting data and interpretations can serve as the basis for a book. For example, Jarvis (1991) interviewed and surveyed university academics for a book on achieving tenure. He was able to expand sections of his questionnaire to sections in a book.

What SRD is not good at?

Survey design does not attempt to establish cause-and-effect relationships. In addition, even though surveys are good at collecting descriptive data, or learners’ feelings and opinions, they are not good at directly measuring learning that has or has not taken place. Nor is survey design good at providing detailed explanation; Surveys tend to be a mile wide and an inch deep. For this reason, surveys have trouble dealing with complexity and subtlety; people’s opinions don’t always fit the data collection instrument being used in the survey. Finally, survey instruments, especially questionnaires, typically can’t change in midstream to reflect new insight.

What kind of data is most closely associated with SRD?

The type of data collected in a survey is directly related to and controlled by the purpose and research questions of the particular study. Rea and Parker (1992) discuss three types of data typically used in SRD: description, behavior, and preference. Descriptive data, also known as demographic data refers to information such as respondent’s age, gender, place of birth, level of education, and ethnicity.
Behavioral data refers to actions that respondents do, such as hours spent talking to family, number of books read in a year, how one goes to work or school, and the like. Preference, also known as opinion, refers to perspectives respondents hold such as what they think about certain aspects of classroom instruction. SRD data gathering instruments can include face-to-face interviews with individuals or groups, telephone interviews, or written questionnaires (Brown, 1997) as well as direct observation, and composition ratings (Johnson, 1992). Depending on the data collection instrument, surveys allow for the collection, analysis, and interpretation of either quantitative or qualitative data.

What issues and concerns does survey design highlight?

There are four issues that any TREE considering the Survey Research Design must ask:

1. **What am I investigating?** The issue is identifying the construct.
2. **Who will be surveyed?** The issue is identifying the various levels of population including the working population, and the sample frame.
3. **How should I select my respondents?** The issue is selecting the type of sampling for your survey.
4. **How many respondents should I survey?** This issue is sample size.

**What am I investigating?** As in any type of research design, survey research begins with identifying and defining the construct, the purpose, and the research questions. All of these are crucial, if for no other reason that these three elements taken together strongly influence which data collection instruments to use. To deal with these questions, you have to identify the research construct, and how it influences the survey purpose and research questions. Much research begins in some way or other with theory, and SRD is no exception. Theory is a term that covers many things including “interrelated concepts/constructs, definitions, and propositions to provide
a systematic view of social phenomena” (Berends, 2006, p. 626). Even if a TREE has no explicit theory when first beginning a survey, he or she has reasons for considering the survey; he or she wants to investigate something.

**Who will be surveyed?** It may be that persons you wish to survey are already known to you; in fact, it may be that as soon as the idea for a survey popped into your mind, a certain group of persons of interest was immediately present. Two caveats come to mind. First, for some TREES it may not be obvious who or what to survey; second, exactly how to identify this group may not be obvious. For these two reasons, it may be helpful to spend some time thinking about what is called *population*. Survey researchers (Rea & Parker, 1992; Chromy, 2006) have developed some systematic ways of thinking about and obtaining a survey population.

One of the first, if not the first step, is to consider the *target population*. This is a vaguely defined, almost a theoretical group. Usually we do not know who exactly is included in this group, or even where they are. Examples of target populations are “all ESL students”, “undergraduate students studying Japanese”, or “international teaching assistants (ITAs)”.

A next step is to decide on the survey *unit of analysis*. A unit of analysis could be students, libraries, textbooks, teaching assistants, teachers, schools, departments, graduate status (undergraduates, graduates), males, females, ethnic groups, or any combination (for example, Chinese teaching assistants). Any of these could be surveyed; in choosing which one, you are picking your unit of analysis and you are also narrowing down your target population.

The next step is to identify a *general population*. Even a general population is a vague concept, and TREEs engaged in survey research seldom know who constitutes this population. Suppose the unit of analysis is international teaching assistants. ITAs arrive and graduate on a regular basis. How many schools use ITAs, which departments? To answer these questions, we have to define a *working population*. A
working population is the operationalization of the general population. Here we try to make or gather a list with individual names. Here is also where bias can become a problem. Bias is the systematic exclusion of a group from our general population as we create or working population. Suppose for example, we ask a department in our university for a list of the persons for our research, and we get a list of all students in our working population who live in dorms. This list, however, excludes all those persons who do not live in dorms because, for example, they are married. In other words, we have created a bias against married students that systematically excludes them from our survey. We wish to create a list of persons (assuming people were our unit of analysis) that is called a sampling frame defined as the list from which will be drawn our actual sample.

How should I select my respondents? To deal with the third issue of respondent selection, you have to consider which type of sampling to use. The type of sampling used in a survey determines the level of generalization that can be claimed by the researcher. We assume you have constructed a sampling frame that is a list of all known, and therefore possible, respondents. The question is, given this list, how do you select which persons on the list to include in the sample.

Another way of putting the question is: How do you like my pizza? Suppose I make a pizza and ask you to come to my home for a taste. I give you a slice and ask, “How do you like my pizza?” What you don’t know is that half my pizza has meat toppings and half has vegetarian toppings. What I don’t know is that you have a strong preference for one of the toppings, but not the other. Without looking, I offer you a random slice of my pizza. You register a strong response, good if I picked the topping you like and bad if I did not. Based on your response, I conclude that you like (or don’t like) my entire pizza when in fact the slice you received with not representative of the whole pizza. Had I given you another slice from another part of the pizza, your response might have been different. Because the slice of pizza I gave you was not representative of the whole pizza, for you to make an informed decision about my pizza, I need to make sure that
the slice of pizza that I offer you is representative of the whole pizza. This is an example of sampling. In discussing types of sampling, I will discuss probability sampling and non-probability sampling, with four examples under each type as shown in Figure 2.

In the pizza metaphor, the pizza is a working population and the slice I gave you is a sample. In a valid survey, any slice I might give you should be representative of the whole pizza so that your response to the slice would represent your response to the whole pizza. Staying with my pizza example, the first issue, what are the construct, purpose, and RQ? could be stated as, Should we have a pizza? The second issue, what is the population of interest? could be stated as, What kind of pizza should we have? The third issue, how to select respondents, can be framed as, Is this a typical slice? The fourth issue, how to determine sample size is reframed as, how big does the slice need to be in order for you to decide if you like the whole pizza?

Nonprobability sampling is defined by Rea and Parker (1992) as sampling in which the TREE does not know the probability that a given possible respondent will be selected to be in the sample. It is generally agreed that nonprobability sampling is widespread (Kalton, 1983; Warner, 2008). Four types on nonprobability sampling will be mentioned: convenience, purposeful, snowball, and quota sampling.

<table>
<thead>
<tr>
<th>Type of Sampling</th>
<th>Characterized as</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonprobability sampling</td>
<td>Subjects selected by the researcher</td>
</tr>
<tr>
<td>1. Convenience</td>
<td>A group already formed and easy to use</td>
</tr>
<tr>
<td>2. Purposeful</td>
<td>Knowledgeable and available persons</td>
</tr>
<tr>
<td>3. Snowball</td>
<td>Selected respondents suggest other respondents</td>
</tr>
<tr>
<td>4. Quota</td>
<td>Stratified sampling, but not randomly chosen</td>
</tr>
<tr>
<td>Probability sampling</td>
<td>Subjects selected by a random mechanism</td>
</tr>
<tr>
<td>1. Simple random</td>
<td>Pull names out of a hat</td>
</tr>
<tr>
<td>2. Systematic random</td>
<td>Computer generated numbers to select</td>
</tr>
<tr>
<td>3. Stratified</td>
<td>The sample divided into groups called strata</td>
</tr>
<tr>
<td>4. Cluster</td>
<td>Groups of strata</td>
</tr>
</tbody>
</table>

Figure 2. Types of sampling with working definitions
Convenience sampling is, as the name implies, a sample that was easy or convenient for the TREE to find. Examples include intact classes, participants at a conference workshop, or volunteers. In other words, the group was there and willing to participate.

Purposeful sampling is a technique where the TREE decides who would most likely be of help in informing us about our construct? In the case of international teaching assistants, that could be department heads that employ many ITAs, academic advisors who supervise them, ESL teachers who teach them, and undergraduate students who study under them.

Snowball sampling is when the TREE can identify a few qualified respondents, survey them, and then asks them if they can identify additional respondents. Each one-find-one, or better yet, each one-find-several, would be the motto of a snowball sampler. For a description of how researchers used snowball sampling to find a highly specialized group, heroin addicts who recovered without treatment, see Biernacki (1986).

Finally, quota sampling is when the TREE decides that the sample needs to include a certain quota of persons because, taken together, they represent the population. For example, imagine a certain population—all ESL students in your state. The TREE believes that the male/female ratio is 60-40 and the ethnicity is half Chinese, a quarter Koreans, and a quarter “other”. As a result, the TREE makes sure 60% of the sample is male and 40% are female. Furthermore, the TREE makes sure Chinese students make up half the sample, Korean students for a quarter of the sample, and “others” account for the remaining quarter. But none of the participants is chosen randomly. The TREE, in looking for Chinese students, surveyed all the Chinese students he could find on a first-come-first-served basis until he achieved the desired number.

Probability sampling is defined by Rea and Parker (1992) as “the probability of any member of the working population being selected to be a part of the eventual sample is known” (p. 147). Four types on
probability sampling will be mentioned: simple random, systematic, stratified, and cluster sampling.

**Simple random sampling** refers to the process by which all possible names (sampling units) are identified (sampling frame) and selected in a random, arbitrary way. If the number of possible respondents is small, the classic way of random selection was to write their names on small pieces of paper, put them into a container of some sort, and have a disinterested person who cannot see into the container pull out the desired number. For a larger number, a list could be made and assigned, and then selected in a random way, say every nth number. The advantage of simple random sampling is that it is relatively easy to do and is effective if the population is homogeneous (relatively the same); the disadvantage is that the population may be heterogeneous (relatively different being composed of many subgroups) in which case the TREE is not sure to what extent all groups are represented.

**Systematic random sampling** is used when the sampling frame is large, for example, over 100,000, which makes pulling names out of a hat impossible. **Systematic** refers to using a computer program to generate numbers to and then select the desired number required in a sample. This type of sampling is useful for TREEs engaged in dissertation level survey research.

**Stratified random sampling** is the division of a population into exclusive and exhaustive units called strata (Levy & Lemeshow, 1991). Stratified random sampling is used when the working population is heterogeneous; that is, the working population contains groups of interest that are of unequal size. Because of their unequal size, smaller groups might not be accounted for in simple or systematic random sampling. Typical examples of such groups (strata) are gender, ethnicity, L1, and age. Suppose a TREE is interested in Chinese and Bengali speaking ESL students. The TREE estimates that the working population includes about 50% Chinese speakers and 10% Bengali speakers. Simple random sampling would probably include enough of the Chinese speakers for the sample, but may not select enough Bengali speakers. To ensure the sample includes the
ratio of Chinese and Bengali speakers the TREE wants to include, she identifies Chinese speakers and Bengali speakers as strata. In that way, separate samples are selected from each group (Kalton, 1983). Members from each stratum are randomly sampled in about the same proportion as identified in the population (50% and 10%). “Operationally, a stratified random sample is taken in the same way as a simple random sample, but the sampling is done separately and independently within each stratum” (Levy & Lemeshow, 1991, p. 99). In this way, you can reasonably be sure that both groups will be represented in your sample in about the same percent as you estimate they are represented in the population.

Cluster sampling is typically used for surveys involving very large population, over 100,000, and is a version of simple random sampling with the units of analysis being groups or clusters instead of individuals. Cluster sampling is used for very large populations because often lists of individual units of analysis cannot be found; in fact, they may not even exist—for example, all third grade ESL students in the state of Texas. This list may not exist because K-12 schools are grouped in school districts. The first cluster may be identified as all school districts in the state. From this list, a sample may be made. From that sample, all elementary schools may be identified—at least the number if not the school names. From this list, the number of third grade classes may be identified, and from this list a sample may be drawn. Cluster sampling is a way of narrowing down a large, vaguely defined population to a more manageable group so a list can be developed from which a sample may be drawn.

Sample size: How many respondents should I survey? We now turn to the fourth issue, sample size. For the remainder of this discussion, to keep things simple only two terms will be used: population and sample. Population refers to the working population from which sampling frame or list of possible respondents was made. Reference to population will be to the group of persons of interest in the survey; it is the group the TREE wishes to generalize to. Sample, on the other hand, will mean the group of actual respondents selected from the population by one of the sampling procedures discussed. Returning to
the pizza metaphor, the question is, *How big does the slice have to be in order for you to decide if you like the pizza or not?* In other words, do you have to eat all the pizza before deciding, would half the pizza be enough, or would less than half be enough, and if so, how much less than half? Sample size is a major concern: if a sample is too large it becomes unfeasible to engage the survey; if the sample is too small, then the results cannot be generalized to the population. *Generalized to the population* means the results of the survey sample can be applies to the population, and is generally means having a sample size large enough to generate a 95% or 99% confidence interval in terms of scores of plus or minus 3, 5, or 10 (Rea & Parker). Therefore, having a sample size that will generate that level of confidence is important.

Brown (1988) reminds us that, at least when it comes to sample sizes, large is good because the larger the sample size, the more it resembles the population. Unfortunately, there is no way to say exactly what large means. Brown (2001) offers three helpful pieces of advice. First, he reminds us that in statistics, when the N-size is in the neighborhood of 25 to 30, the distribution is at or approaching normal, and normal distribution is a requirement for the statistics used to determine generalizability. Therefore, it is unlikely that any sample size lower than 25 to 30 would be adequate, but again, unfortunately, a sample size of 30 does not always guarantee an adequate sample size. Second, if the language program involved in the survey is small, one solution would be to survey everyone. The good news would be that the sample size issue has disappeared; the bad news would be that any findings could be generalized to the language program and probably nowhere else. Brown’s (2001) third piece of advice is to suggest a survey sample be at least 50. Depending on the number of participants in the language program, a sample size of 50 is more likely to be adequate than one of 30 because it is more likely to result in a sample size that would be normally distributed, but even here, we cannot be sure.

Combining the insights found in Brown (2001) and Rea and Parker (1992), we can make reasonable estimates of what an adequate
sample size would be. Figure 3 shows three common survey situations and possible ways of estimating a sample size.

<table>
<thead>
<tr>
<th>Population situation</th>
<th>Population estimation</th>
<th>Sample population</th>
</tr>
</thead>
<tbody>
<tr>
<td>My class</td>
<td>5 - 60</td>
<td>The entire class</td>
</tr>
<tr>
<td>A language program</td>
<td>61 - 100</td>
<td>50% should be enough</td>
</tr>
<tr>
<td>A research project</td>
<td>101 - 10,000</td>
<td>A sample size of 400 can likely produce generalizable results</td>
</tr>
</tbody>
</table>

Figure 3. Three sample size estimates

The first situation termed *My Class* represents a single intact class with an enrollment of between five and sixty members. This is a convenience sample that is available to the TREE, but the results cannot be generalized because we have no way of knowing if or to what extent this group of students resembles the population of interest. As Warner (2008, p. 75) states, “At best, when researchers work with convenience samples, they can make inferences about hypothetical populations that have characteristics similar to those of the sample.” I interpret that to mean that a convenience sample might function as a pilot study to assist in defining the target population. A convenience sample might also help validate the data collection instrument, say, a questionnaire. Nunan (1992) illustrates this possibility:

Small-scale studies may decide to use non-probability samples because they are easier to establish and, in consequence, cheaper. They may also be perfectly satisfactory for a preliminary or pilot study whose aim is to trial survey instruments and procedures, not to obtain data that can be generalized from sample to population. (p. 142)

It might also be possible to calculate the mean and standard deviation of this convenience sample for the purpose of estimating the mean and standard deviation (called standard error of the mean) of
the population. Finally, the TREE could use a convenience sample to make a weak claim.

The second situation is a language program with a population of 61 to 100, possibly of combined classes, or possibly every student in the program. Perhaps the TREE is interested in research or perhaps in program evaluation. If the latter, then generalization to the language program is not a problem because it is the language program that is the population of interest. Thus, for a population of 100, a sample size of 50 seems appropriate. Even if normal distribution cannot be obtained, Rea and Parker (1992, p. 133) state that for “population sizes for which the assumption of normality does not apply, the appropriate sample size is 50% of the population size.”

The third situation is an estimated population size of 100 to 100,000. By using a chart in Rea and Parker (1992, p. 133), it is possible to estimate the minimum sample sizes for a small population up to 100,000, but see Fowler (1993). The TREE estimates a population, and then selects a confidence interval (plus or minus 3%, 5%, or 10%) all at 95% level of confidence. As an example, for an estimated population of 100,000, the minimum sample size is 1,058 for 3%, but only 383 for 5%, and a mere 96 for 10% at the 95% level of confidence and sample sizes of 1,809, 659, and 166 at the 99% level of confidence. Of course, surveys often suffer from low response, so a more prudent sample size would be more than the minimum. For an estimated population of 5,000, the minimum sample size is 880 for plus or minus 3%, 357 for plus or minus 5%, and 95 for plus or minus 10% all at the 95% level of confidence and 1,347, 586, and 161 for the 99% level.

Conclusion

We can make some general statements about SRD.

1. SRD does not establish a cause and effect relationship. In general, establishing cause and effect relationship is
precisely the job of research designs, but that SRD is the one exception.

2. What SRD does do is to attempt to establish a relationship between a sample and the population from which the sample is drawn.

3. SRD uses a statistical procedure to establish this relationship.

4. No other design uses statistical procedures in this way; in fact, no design uses statistical procedures to establish cause and effect. Statistical procedures alone do not establish cause and effect (although they may be used to provide evidence for such a relationship).

Further Reading

Discussion Questions

Note some questions you had reading about survey design.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Find a partner, and ask for his/her questions. You can read your questions as part of the class discussion. Alternatively, you can write your questions on the board so all can share the insights and use them as a whole class discussion.

Find a partner. Ask for their questions and tell them yours. You can read your questions as part of the class discussion. Alternatively, you can write your questions on the board so all can share the insights and use them as a whole class discussion.

Reflection on Survey Research Design

1. What is the attraction of Survey Research Design for you?

_________________________________________________________

_________________________________________________________

_________________________________________________________

2. What problems or issues would you anticipate in using SRD?

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 1

Find a published research paper that either implicitly suggests or
explicitly states that the researcher used a survey research design. Answer the following questions and report to the class.

1. State the title of the article, the author, the year, and the name of the journal in which the paper was published.
2. What construct is the survey measuring?
3. Are the purpose and the research question (or questions) clearly stated?
4. Was a population defined?
5. Was the sampling procedure made clear?
6. Was the return rate given?
7. What is your overall opinion of this article? Could it serve as a model for a survey you might like to do?

Task 2
If you decide to conduct a survey, how would you deal with these issues?

The construct:

____________________________________________________________________

____________________________________________________________________

____________________________________________________________________

The population:

____________________________________________________________________

____________________________________________________________________

____________________________________________________________________

Sample selection:

____________________________________________________________________

____________________________________________________________________
The sample size:

The data collection instrument:
In this chapter, you will learn the basic structure and function of experimental research, and the explanation and sources for further reading that you can get started using this design in one of its many forms. You will also be introduced to key terms associated with EXD.

Experimental research design has a long and respected history in social science research, and those researchers working with this design have developed a rich vocabulary. One example is the term variable because identifying and manipulating variables is important in this design; whereas, in other designs such manipulation is not desired. Many research articles do not explicitly identify the design they are using, therefore, recognizing the terms associated with a certain design becomes important to understanding.
Introduction

Experimental research design tends to be regarded in one of three ways:

- It is the taken-for-granted research design.
- It is considered the only possible design if one wants to be a serious researcher and establish a causal relationship. (This is not necessarily at odds with the first point.)
- It is an overused and increasingly irrelevant relic of the past with outmoded assumptions.

It may be the case that EXD is one of the most, perhaps the most, common research design currently used, and it is true that for many researchers the term research design is practically synonymous with the term experimental research design. No matter what you think about the experimental design, especially if you hold views one or three, it is helpful to become familiar with the experimental design in its various forms because all other designs tend to be compared, favorably or unfavorably, to it.

Experimental design defined

Cook and Campbell (1979) offer a description of experimental design which can be taken as a working definition: “All experiments involve at least a treatment, an outcome measure, units of assignment, and some comparison from which change can be inferred and hopefully attributed to the treatment” (p. 5).

- A treatment is something the researcher does. Often language teachers want to evaluate the results of an innovation they have done in their classes. In that case, the innovation is the treatment.
- A unit of assignment is the persons or things the researcher studies.

DALE T. GRIFFEE
• An outcome measure is typically a test that provides numerical data.
• A true experiment requires random assignment of participants to a control group as well as to another group, sometimes called a treatment group and sometimes called an experimental group.
• Random assignment, required to ensure that both the control group and the experimental group are equivalent, is often impossible in educational research at the classroom level because TREES seldom control the assignment of students to classes and usually work with intact classes. Intact classes are classes assigned by administrative procedures or classes selected by students.
• When random assignment is not possible, the design is known as a quasi-experimental design.

What are the historical roots and key beliefs of EXD?

According to Ary, Jacobs, and Razavieh (1990) the roots of experimental design began with 19th century physical science. This was an attempt to improve observation by deliberately eliminating contextual complexity. It was found successful in scientific observation, and by the end of the 19th century experimental designs were being applied to psychology and then to education. Experimental research design assumes variables can and should be identified and isolated from their context for study. EXD tends to rely on a Humean understanding of causality which maintains that causality cannot be seen, only inferred through a series of occurrences (Hume, 2004/1772). This is perhaps why users of EXD are drawn to inferential statistics to make comparisons.

Gass (2010) discusses the assumptions of EXD in two ways. First, second language researchers tend to be rationalists who believe that there is an objective reality; these researchers see a role for EXD. In other words, there are hidden assumptions and beliefs in EXD, and all designs for that matter. Second, Gass points to inductive-oriented
research—which assumes data occurs before theory. This is as opposed to \textit{deductive} oriented research—theory that occurs before data collection. She positions EXD in the deductive camp. The implications are that for confirmatory research (deductive), EXD is appropriate, but for research that is exploratory, EXD may not be.

**Key components of experimental design**

Comparison is the essence of the experimental design; EXD is predicated on the idea that the two groups being compared, for example control and experimental classes, are the same on all important aspects except the variable being investigated. Variables can be discussed under several categories:

- The \textit{dependent variable} is the major variable that will be measured (Hatch & Lazaraton, 1991, p. 63). A dependent variable cannot be identified in isolation because it is related to the independent variable. The dependent variable is the variable of focus—the central variable—on which the other variables will act. It is usually the test and what it represents. The dependent variable is the one we are trying to explain; there can be more than one in a study.
- The \textit{independent variable} in an EXD is the treatment; it is the variable that the researcher suspects may relate to or influence the dependent variable. In a sense, the dependent variable “depends” on the independent variable (Hatch & Lazaraton, 1991, p. 64). The researcher selects independent variables to determine their effect on or relationship with the dependent variables (Brown, 1988, p. 10).
- A \textit{moderator variable} is an independent variable that the researcher does not consider important in the investigation (Hatch & Lazaraton, 1991, p. 65). In that sense, a moderator variable is a special type of independent variable (Brown, 1988, p. 11). A moderator variable is a question of degree. A moderator variable could affect the RQ, but
would only modify, for example, it might be true for a special group (children but not adults). A moderator variable is treated statistically as an independent variable. Often a moderator variable is a surprise that the researcher finds out later in the course of the research.

- A control variable is not of central concern in a particular research project, but which might affect the outcome. *Control variables* kept constant neutralize, or otherwise eliminate so that they will not have an effect on the study (Brown, 1988, p. 11).

- *Intervening variables* are abstract theoretical labels applied to the relationship that links the independent and dependent variables. They are constructs that may explain the relationship between independent and dependent variable but are not directly observable themselves (Brown, 1988, p. 12). A variable that was not included in the study is the same thing as a moderating variable. The only difference is that the intervening variable has not been or cannot be identified in a precise way (Hatch & Lazaraton, 1991, p. 67).

The kind of data most closely associated with an experimental or quasi-experimental designs are scores from a data gathering instrument, usually a test, which typically but not exclusively, uses an interval or continuous scale. (For a discussion of scales, see Brown, 1988, p. 21). EXD is also closely associated with statistical analysis.

Comparison is facilitated by various ways to ensure that the groups being compared are the same or similar; these methods include *random assignment* and sometimes *stratified sampling*. Random assignment is making sure that students have an equal chance of being assigned to the control or treatment group. Stratified sampling, already discussed in Chapter Three, is a way to identify parts or strata of groups to make sure they are balanced.

Another important concept is *control*. Control means elimination or at least reduction of other factors except the ones under investigation.
Control is important to ensure that the comparison is valid because the experimenter is comparing what he or she thinks they are comparing.

How experimental research design might look as a visual

![Diagram of experimental research design]

In Figure 1, a control group and a treatment group are compared at the beginning of the experiment by means of pretests, and are later compared at the end of the experiment by means of posttests.

What is EXD good at?

EXD is good at isolating and examining variables of interest. “The unique strength of experimentation is in describing the consequences attributable to deliberating varying a treatment” (Shadish, Cook, & Campbell, 2002, p. 9). EXD is also good at classroom research in situations where a TREE has a fairly high level of control over one or more classes. EXD is very good at describing groups and what goes on in them. EXD can be used with small, intact groups, see
What is EXD not good at?

Despite the popularity of EXD, many points of concern and criticism exist:

1. Teachers with predetermined or intact classes often cannot randomly assign students to a control or experimental group. Therefore, they must use a quasi-experimental design, a less powerful version of EXD.

2. Often the results that are compared are averages, and averages do not reveal what happened to individual students. For example, the results of an experimental group may not be statistically different from the results of a control group, but within the experimental group there may be clear cases of the curriculum working as well as equally clear examples of the curriculum not working, and an experimental design may make it difficult to examine these subgroups.

3. An experimental comparison does not in itself offer an explanation of what happened (Shadish, Cook, & Campbell, 2002, p. 9). A difference in scores between a control group and a treatment group that results in a low $p$-value and a high magnitude of effect does not explain the score difference. In other words, causal description does not equal causal explanation. Explaining what happened does not explain why it happened—for that, we need a theory that is external to an experimental design.

4. To make a valid comparison between groups, experimental design requires that other factors, called threats, do not intrude. With such attention being paid to threats, in order to establish internal validity, experimental and quasi-experimental designs may neglect external validity or generalizability (Howe, 2008).
5. Experimental designs use variables and in some research contexts variables are not easily identified.

6. Many researchers claim that EXD is the only method that can claim causality. “If rival causes or explanations can be eliminated from a study then, it is argued, clear causality can be established” (Cohen, Manion, & Morrison, 2000, p. 211). Unfortunately, rival explanations can never be totally eliminated; one or more threats are always there. (See Shadish & Luellen, 2006, for a discussion of threats.)

What are threats?

The concept of a threat is peculiar to the experimental design because other designs such as survey, case and action research do not depend on the idea of variables and comparison. A threat, sometimes called an alternative hypothesis, is any possible explanation or reason for the results achieved other than or in addition to the one we of interested. These other possible reasons are threats, so called because they threaten our claim.

It is helpful to think of a threat as “any condition which blinds or misleads researchers when they interpret their results” (Griffée, 2004). In other types of design, this condition may be called bias; in both cases it reflects the same underlying problem of illusion. Bias may be activated by instructor engagement with an innovation and the strong belief in its effectiveness. Threats are powerful because they rely on implicit—and thus hidden—beliefs and desires that can blind us to other realities, both internal and external.

Threats can be anticipated, and to some extent, taken into account before research is initiated. This is preferable to having threats pointed out by an external reviewer after the research is complete, when it is impossible to change. Most of the threats discussed were first investigated and reported in Campbell and Stanley (1963); Campbell and Stanley (1966); and Cook and Campbell (1979) and more recently discussed in Campbell and Russo (1999).

Threat 1. History. History can be defined as “events, other than the
experimental treatment, occurring between pretest and posttest and thus providing alternate explanations of effects” (Campbell & Russo, 1999, p. 80). To put it another way, the threat of history covers events that are happening that the researcher is unaware of (Ary, Jacobs, & Razavieh, 1990).

One example of this threat includes ESL students taking an intensive course in an English-speaking country while making friends with native speakers outside of class, thus improving by participating in English conversations, regardless of the knowledge of English they are receiving in class (Long 1984). Another example is the assessment of innovative teaching in basic writing courses. The researcher could be unaware of an outside source of writing improvement. For example, an increase in scores might be caused by some students visiting the university writing center or, taking additional classes with required writing assignments that contributed to writing improvement. Or the instructor may be unaware that a student has a roommate or a friend who tutors her informally and helps her receive a high score as a result, which in turn raises the average score level. Any of these situations would be a threat of history to a research hypothesis that states the innovation under investigation caused the student writing improvement.

Controlling for the threat of history. The threat of history can be addressed by brainstorming possible effects external to the planned innovation. In the case of the writing course, the TREE can ask, “In addition to this innovation and my teaching, how else might my students be improving their writing outside of class unbeknownst to me?” It is important, however, to judge the plausibility of the possible threats of history. Is it plausible that students are meeting secretly at night to discuss and revise their writing? Given what I knew about this group of students, perhaps not. Is it plausible that some students may be going to the campus writing center? Given that the writing center advertises their services, is on campus, accepts manuscripts over the internet, and is a free service, it seems possible.

Two plausible threats were considered: (a) the possibility that
students were going to the writing center and (b) that students were taking classes that required writing for which the instructor was actively helping them. The first threat was dealt with by assigning all students, both those in the control classes and those in the innovative curriculum classes, to go to the writing center. In fact, one meeting for all classes in this study was scheduled and held at the writing center. By assigning all students to go to the writing center, the threat that some students going to the center was neutralized. The second threat, that some instructors were helping students, was dealt with by interviewing all students to see if that was the case. No such cases were reported.

When writing the results of a research report, threats of history should be identified and the actions taken described in detail. If space is limited, a brief mention may be made. By thinking about the threats history and reporting thoughtful response to it, the researcher strengthens and increases validity.

**Threat 2. The Hawthorne effect.** The Hawthorne effect gets its name from a longitudinal study done in the Western Electric Hawthorne Works, Chicago (Roethlisberger & Dickson, 1939). They state that the mere knowledge that one is in a study may affect behavior. This is also known as the novelty effect (Beretta, 1992). Isaac and Michael (1995) describe causes of Hawthorne effect as novelty, awareness that one is a participant in an experiment, a modified environment involving observers, special procedures, new patterns of social interaction, and knowledge of results in the form of daily productivity figures and other feedback, ordinarily not systematically available. If participants, probably students in our case, come to know they are in a special study, they may be impressed by the attention they are receiving, and this attention may cause them to do better, or at least act differently, then they normally would and this defeats the purpose of the experiment. Controlling for the Hawthorne effect increases both internal validity or causality and external validity or generalizability to other situations (Tuckman, 1995).

**Controlling for the threat of the Hawthorne effect.** One way is to
conduct your study in an unobtrusive way so that participants are unaware they are being studied. This can be accomplished if you are the experimenter, your students are the participants, and your treatment is a normal part of your class curriculum. Alternatively, tell all participants, control and experimental alike, that they are subjects in an experiment. This is called holding the knowledge constant or controlling for the threat. Controlling in this sense means holding constant or equalizing; the effect of controlling a threat is to neutralize it. A third possible way is to allow for an adaptation period during which no observations are made (Spector, 1981). You can also introduce a second control group that specifically controls for the Hawthorne effect (Tuckman, 1995). An irrelevant and unrelated intervention is deliberately introduced in order to create the Hawthorne effect so both groups have a Hawthorne effect. This is called the placebo effect. The John Henry Effect is the reverse of the Hawthorne effect. In this case, when subjects in the control group discover their status and, by that fact, are determined “to show the experimental group a thing or two” the control group sometimes outperforms the experimental group (Isaac & Michael, 1995). Resentful demoralization (Lynch, 1996) is the opposite of the John Henry effect. In this situation, the control group students make little or no effort because they believe they are in an inferior program.

**Threat 3. Maturation.** Maturation or maturing is the idea that participants may change over the time of the research, and this maturing affects the results, as opposed to the treatment. The change may be physical (age, fatigue) or psychological (interest or lack of interest). Long (1984) gives the example of ESL students in a U.S. program of several weeks who, because of residence in native speaking country, may develop positive attitudes, which in term increase motivation and thus achievement (achievement that is, achievement to the program content).

**Controlling for the maturation effect.** One way to control for this effect is to select participants who are at the same developmental level and thus could be assumed to mature at about the same rate. A complete description of participants is helpful to readers.
Threat 4. Instability of data. This threat results from issues such as reliability, fluctuations in sampling persons or components, and instability of repeated or “equivalent” measures. In addition, instability may be a result of a large number of change-producing events which taken individually are called history (Campbell & Russo, 1999). The smaller the population base, the greater the instability. One way of increasing data stability is to increase the number of participants. The instability of data threat is the only threat to which statistical tests of significance are relevant (Campbell & Russo, 1999).

Threat 5. Testing. This is also known as test effect or practice effect, refers to the effect on the scores of a subsequent test. In other words, if participants take an initial test, learning may occur from taking the test, which affects the scores on the same or a similar test taken soon after.

Controlling for the testing effect. To control for the testing effect, use counterbalancing in order to minimize the effect of having taken the same test previously. This is a procedure in which two forms of the same test are used on two occasions. On the first occasion, some students take form A of a test and some students take form B. At the second occasion, the students who took form A take form B while the students who took form B take form A. Another strategy is to use a control group that receives no treatment. If everything else is held constant, any practice effect that exists and the size of the difference should, be reflected in pretest posttest differences of the control group.

Threat 6. Reactivity. This occurs when the data collection instrument interacts with the treatment or even causes the treatment effect because it relies on self-reporting (Droitcour & Kovar, 2008). An example would be a study asking participant to keep a log or diary of certain actions (say, using a dictionary), and the mere act of keeping the log makes participants more aware of the action (what words they looked up and how often they consulted the dictionary), thus causing them to either use the dictionary differently or more than they ordinarily would. If at the same time a
treatment were involved, say direct instruction in dictionary use, and the participants increased their active vocabulary, was it because of the instruction, the reactive effect of the diary, or an interaction between them? Another example of reactivity (or test effect if the instrument is a test) is administering a questionnaire to a group of students asking them their opinion on a topic. Before taking the questionnaire, some of them may have had no opinion, but the questionnaire caused or tended to cause the formation of opinions.

A third example of reactivity concerns social approval or disapproval of the activity being investigated. A researcher asks respondents if they get help on their English homework from native speakers. Some respondents may be reluctant to admit the true number of times they do or do not get help, and so distort their answers. Droitcour and Kovar (2008, p. 67) discuss this as differential reactivity by which they mean there is a difference between the self-reported answers between those in the control group and those in the treatment group which might happen because those in one group were treated differently. For example, in a study on smoking, those in the treatment group were warned of the consequences of their behavior and those in the control group were not. Being warned of bad consequences may cause a group to act differently because of the warning and not because of what they normally do.

**Controlling for reactivity.** In addition to self-reported data, the researcher could also include a form of data collection that did not involve self-report, say a form of teacher observation or collecting homework. For example, it might be possible to interview participants before the experiment to determine normal activity. When teaching in Japan where students have a limited exposure to English, I conducted an experiment on English input during class. I surveyed the class to find out possible input sources such as English-speaking friends, the number of English language movies they normally watched, and attendance at commercial language classes. After the experiment, I administered the survey again to determine if their activities had changed. By mentioning the survey and its results
in my written report, I addressed the threats of reactivity and history.

**Threat 7. Instrumentation.** This threat refers to flaws in the testing instruments. One threat is that the instruments are not reliable or valid, or more likely, the researcher has not presented any reliability or validity evidence. A researcher is obliged to account for each and every data collection instrument used. This includes how reliability was calculated, what the coefficient was, how validation evidence was gathered and what that evidence was. A second threat is that reliability and validity evidence was gathered in circumstance A, but the instrument is now being administered in circumstance B. For example, a listening test is created for the purpose of testing ESL students in North American high schools, but is administered to first year university EFL students in Japan. The circumstances are different so that the validation evidence from North America does not apply to the circumstances in Japan.

A third form of instrument threat involves the impact of variations in the test. For example, if version A of a test was used in the pretest, but version B was used on the posttest, any differences in performance could be due to discrepancies in the versions of the test (the instrument) rather than the treatment (Long, 1984). A fourth cause of instrument threat refers to “shifting of the measurement instrument independent of any change in the phenomenon measured” (Campbell & Russo, 1999, p. 84). In other words, the data collection instrument can change over time. One way this might happen is when record keeping is centralized or in other ways changed. For ESL researchers, it might be using a different form of TOEFL. Or it might be using a test for one group and using an interview for another group, and comparing the groups using two types of data. Another way a test could change over time is with interviewing. Interviewers may improve their techniques with practice and later interviews may be more valid than earlier interviews due to improved skills (Spector, 1981, p. 26).

**Controlling for the threat of instrumentation.** To meet the first and second forms of the threat, namely test validity, pilot the test instru-
ment under local conditions and report reliability and validation results. For the third form of the threat, the researcher can use the same test as a pretest and posttest if it is judged that there is adequate time between administrations so that the testing effect is not an issue. If two versions of the same test must be used, pilot the tests and report data showing the test results are statistically not different. To address the fourth threat, namely change in the test instrument, the researcher can verify that the test did not change.

**Threat 8. Regression.** Also known as statistical regression, this can be defined as “[p]seudo-shifts occurring when persons or treatment units have been selected on the basis of their extreme scores” (Campbell & Russo, 1999, p. 80). It can occur when participants have been selected on the basis of extreme scores (Isaac & Michael, 1995). It is likely to happen in remedial courses when groups are selected on the basis of extreme low scores (subjects failed a proficiency test) or with groups having unusually high scores (advanced classes of mostly high proficiency students). It could also happen in a class when the TREE administered a pretest on a day when many persons are sick. Scores might be artificially depressed, and rise over the period because students became healthy. Regression might also be an issue if some of the more proficient students are absent on the pretest, but present to take the posttest. The threat is that the TREE believes scores have risen due to the treatment when, at least to some extent, they have risen due to the natural tendency of group scores to rise over time.

**Threat 9. Selection.** Selection occurs when the TREE forms comparison groups. The problem may be that the groups were different to begin with, and as a result produced different scores. The issue becomes one of comparing apples and oranges. In other words, are the groups really equivalent? The threat is that it is this difference in groups that produced the score changes, not the treatment. Long (1984) says, students selected to be in one group may differ in some important way from students in the other groups, for example, may be more motivated or more intelligent. For example, if one group comprises volunteers and another group is required to take
the course, selection bias would be suspected. Similarly, if the students to be evaluated are from a particular socioeconomic group, this may explain the results independent of the program—especially if the other students are selected based on other criteria (Lynch, 1996).

Controlling for the threat of selection. When random assignment is not possible, a researcher should attempt to control differences among groups as much as possible. Matching participants or variables within the groups (for example, personal characteristics and demographics) can achieve this. If pretests are administered, another strategy is to compare the scores between the groups. If the descriptive statistics indicate that the scores are similar, the TREE can argue that the groups are not different in any significant way. Class grades can also be used in the same way.

Threat 10. Mortality. Mortality refers to the loss of students in either or both of the control or experimental groups. Students often drop out of a program, sometimes in large numbers. When students drop out of a program, it may create a threat that requires investigation. Perhaps several students drop out of the experimental group leaving only the better students, and their scores are higher indicating that the program was better.

Controlling for the threat of mortality. If the dropout rate for a program is considered high, good record-keeping may be useful. The researcher should keep a record of students who drop out, including their contact information. It may be possible to contact them and interview them as to their motivation. Any test scores or grade indicators should also be saved because it may be possible to show the achievement level of the students.

Threat 11. Researcher expectancy. When the researcher expects certain outcomes, and thereby causes them to occur (Brown, 1995), this is referred to as researcher expectancy. It is unlikely that a TREE would intentionally cause favorable results, but threats deal with perceptions of what might be the case. There may be many
ways a TREE can cause results to be favorable to the desired outcome, especially if the grading is not objective.

**Controlling for the threat of researcher expectancy.** TREES using qualitative data collection are familiar with this problem, and recommend keeping a research log in which to write expected results. Such a record can alert a TREE to this threat because if you expect something to happen, and it happens just as expected, this could serve as a warning to be especially careful and critical. Another control is to create an explicit grading criteria, and ask colleagues to grade at least some tests and homework assignments. Correlating your scores against colleagues’ is one way to see if grading in being done in a consistent manner, especially if the researcher is grading work in both the control and experimental groups.

**Threat 12. Teacher effect.** Teacher effect is not a threat if a TREE is teaching both the control and experimental classes. If this is not the case, teacher effect can occur when a researcher is using multiple teachers, say one in the control class and another teacher for the experimental class. The threat is that one teacher may be more proficient than another, and it is this proficiency that accounts all or in part for the change or lack of change.

**Controlling for the threat of teacher effect.** One strategy is to assign teachers randomly to treatment and control groups from a large pool. Another strategy is to have both groups taught by the same teacher(s). One could also standardize the teaching, and then to observe classes to see if the standardized teaching was accomplished. Another strategy is to eliminate teachers from the experiment by using a recording. Finally, the researcher may have the option of examining processes in the classroom by researcher observation.

**Threat 13. Diffusion of treatments.** This refers to a situation when the control group is given the treatment in the experimental group. This is typically done by a teacher who changes the regular course of instruction believing the innovation to be helpful (Lynch, 1996).

**Controlling for the threat of diffusion of treatments.** One remedy
is to select a teacher who understands research and will stick to the teaching protocol. Another strategy is not to let the other teacher know what you are doing in the other class. A third possible solution is asking the other teacher for support by explaining that you do not know if the experimental treatment is better or not (which is, of course, true because if it were known, there would no need for the research), and that research is needed to determine this. A fourth solution is to arrange for the control group teacher to explain in detail what they plan to do and why they think it is an effective teaching curriculum. Teachers don’t change their curriculum if they are convinced it is effective. A fifth solution is to create an alternative curriculum for the control class that has instructional value.

Threat 14. Ecological representativeness. This is an external threat to validity meaning that it is a threat or hindrance to the ability of results to be applicable or generalizable to other classrooms or situations. Most of the threats mentioned so far are threats to internal validity in that they hinder the internal argument for causality. According to Beretta (1986), “The more the setting of our evaluations resembles regular classrooms, the greater the degree of ecological representativeness and the more confident we can be in extrapolating to other settings” (p. 147). By contrast, a study that takes place in controlled conditions has no credible relationship with what might happen in real classrooms. This is one of two reasons TREEs don’t do more pure experiments, the other being we are usually given intact classes.

Many TREEs, after reading and thinking about the multiple threats discussed here, began to wonder how they or anybody could possibly do any research, especially that using the experimental design. If you happen to encounter a colleague who is depressed about the many threats that haunt research, here are some possible comments you can make to cheer them. First, not all threats apply to any given research plan. In fact, some are opposites. For example, it is not possible to experience teacher effect and researcher expectancy at the same time. It is not even likely that most threats need to be addressed in one research project. A TREE should consider all the
threats discussed here to decide which are most likely to be applicable. The point is to be on alert for threats, not to be depressed by what might go wrong. Second, a threat is just that, a threat, not an actuality. Researchers need to convince readers they have been diligent, not that the research is perfect. Third, researchers consider threats so problems can be anticipated, steps can be taken against them, and evidence can be gathered to show that this was done in the course of the research. This is obviously preferable to having a problem pointed out after the class is over, the students have dispersed, and there is little or nothing that can be done to correct the problem.

Trends in Experimental Design

There are recent indications that EXD and data from various types of tests with which EXD has had a close connection, are being reappraised. Several researchers suggest that those who use EXD are sensitive to the influences of emergent methods, qualitative research, and postmodern thinking, and that proponents of EXD are responding to those influences. For example, Tymms (2012) says that EXD can be used either to establish basic facts or used in a preliminary way to discover interesting variables that can be investigated later.

Mark (2008) for example offers several trends two of which are reviewed here. First, grandiose claims for EXD research are replaced with more modest claims. Instead of claiming that experimental design is the gold standard and the only way to conduct rigorous research, EXD is described as appropriate under some circumstances and not appropriate under others. For example, EXD is appropriate when effects of a variable are desired (say, the effect of a certain teaching technique on test scores), but not in other circumstances such as when the cause of an effect is desired (for example, the scores on our proficiency tests are decreasing and the cause is unknown).

A second trend is the interactive and emergent aspect of EXD. One
example is the process many researchers who use experimental design go through when they anticipate threats, and what they do if an unanticipated threat materializes after the research. The emergent process of actual research using EXD is often hidden by a style of reporting that begins with a clearly defined problem, proceeds with a logical methodology, and concludes with well-presented conclusion. This reporting style hides the twists and turns that the EXD researcher actually went through. The trend is not that suddenly EXD has become emergent, but that it is now possible to state the emergent nature of EXD that was always there.

Frances Stage (2007) has edited a short book (95 pages) comprising eight articles by researchers on the relationship of quantitative research and critical questions. Critical research is characterized by asking questions about the power relationships in society and how previously dispossessed or neglected groups can be transformed by research. Stage (2007) describes this collection of articles by saying:

This volume describes an increasingly evident way of conducting quantitative research. This approach does not seek merely to verify models. Rather it focuses on questioning and then modifying models or creating new models that better describe the ever-differentiating individuals who are the focus of educational research. (p. 9)

The focus of research moves away from the technical problems to the persons in society who might be effected by the research, and how their cause might be identified and assisted.

This theme of focusing on society is continued by Padilla and Borsato (2008) in the third edition of the *Handbook of Multicultural Assessment*. They, as well as Malgady and Colon-Malgady (2008), concentrate their comments on norm-referenced tests and the all-important norm group, so frequently used in experimental research design. These writers emphasize that the norm group must represent the various groups being tested. Of course, the idea that the norm group must represent the group being tested, or vice versa, is not new. However, Padilla and Borsato (2008) emphasize that the test
scores must be interpreted, and Malgady and Colon-Malgady (2008) emphasize is that for tests to be fair to diverse groups as defined by gender, sexual orientation, religion, or demographics, the norm group must be sensitive to those groups.

The larger trend in modern research practices is towards adapting traditional research designs such as the experimental design and traditional data collection instruments such as tests to the multitudinous and diverse concerns of today. Practitioners of these designs and instruments are responding—evidence of the underlying vitality and flexibility of the research enterprise.

Three examples

The following three examples of typical experimental research designs describe single class, two classes, and two classes in a special adaption of the EXD called time-series design.

**Single class.** In the first type of EXD, one class is measured by a test (called the dependent variable) purporting or claiming to measure some category (called the independent variable) at the beginning of the term. Some sort of treatment or innovation is done, and the class is measured by the same or similar test at the end of the term. Scores from the pretest are compared to the scores from the posttest; an increase in the posttest scores is taken to mean that the treatment or innovation succeeded.

**Two classes.** In the second variation of an EXD design, two classes are measured as seen in Figure 1. One class called a control in which the traditional or usual way of teaching is done, and another class called an experiment class in which some innovation is introduced. The pretests are administered to both classes; similar scores are used to argue that the classes are not different and thus a comparison is valid. Any data can be used to establish initial group equality: for example, gender mix, age distribution, proficiency level, or ethnicity. The scores from the posttest instrument are then compared, usually through one of three ways.
The most common way of comparing two groups is through an inferential statistical significance test such as a $t$-test. If the treatment group scores are statistically significantly higher, it is taken to mean the innovation succeeded. In other words, the goal is to demonstrate that the two sets of pretest scores show little difference and that the posttest scores show a big difference. There are many variations of this pattern, and the TREE has to study these design variations to see which best applies to their situation. For a detailed checklist, see Creswell (2003, p. 163). A second way of comparing two groups (or more, but two is the most common) is to use non-parametric statistics. They work essentially the same as parametric, but are used when for some reason (low N-size or non-normal distribution) normal distribution is not achieved. A third way of comparing groups is graphic design. Figure 2 below is an example.

![Figure 2. Results of the two classes showing number of questions students asked](image)

Note: Obser = observation occasions, top line = number of questions asked by the experimental class, bottom line = the control class.

**Time-series.** The third example is that of a time-series design from an unpublished study. The purpose of the study was to document the effectiveness of clarification response training. I wanted to investigate to what extent the explicit teaching of a clarification model increased both the number and quality of student questions. One of my research questions was: Will the number of student questions to
the teacher about the meaning of vocabulary words increase after the explicit teaching of a clarification model?

There were a total of 38 student-participants in two second-year intact classes of Academic English at a small, liberal arts university near Tokyo, Japan. One class of 20 students (15 men and 5 women) met on Monday and Wednesday, and the other class of 18 students (10 men and 8 women) met on Tuesday and Thursday. The Monday class was randomly chosen to be the experimental group, and the Tuesday class was used as a control group. Both classes met for 90 minutes two mornings a week and had the same teacher. All but one or two students in both classes were 19 or 20 years old, and most students from both classes were from the local area.

Materials included the clarification model, a student language background data information questionnaire, a threat of history questionnaire, and vocabulary worksheets (none provided here). Both classes were taught in the same classroom.

The classes were told that I was interested in recording their questions and comments about the vocabulary. The innovation or treatment was a clarification model, which promoted asking for clarity and paraphrasing. It was introduced to the Monday class on the twelfth class meeting, which was the class before the sixth vocabulary worksheet was handed out. For the control class, instead of question training, fluency training was substituted (Griffie, 1994, p. 8). Only the portion of the class dealing with the vocabulary questions was recorded. The average time for this part of the lesson was typically five to ten minutes.

The audiotapes were transcribed. Two native speaker teacher colleagues, one male and one female, were selected and trained as raters. Training consisted of an explanation of the purpose of the research, definitions and examples of number and quality, and a sample transcript. Each rater judged the number and quality of questions on the sample transcript, and discussed the results with me. Raters were given the ten class transcripts and asked to decide both
number and quality of student questions. When raters disagreed, the researcher arbitrated.

A time-series design (a variation of an experimental design) was used to record the extent to which the number and quality of student questions increased after the clarification model was introduced. Time-series research entails several observations being taken to establish baseline data, a treatment is introduced, and observations continuing to determine whether the treatment had an effect (Ary, Jacob & Razavieh, 1990). Rossi, Freeman, and Lipsey (1999) characterize time-series as a large number of repeated measures (at least 30) on a relatively large population. Statistical tests are then used to determine a projected trend. They contrast time-series with panel studies, which use a relatively modest number of repeated measures on the same group for the purposes of studying the effects of a program. However, for most researchers, time-series is the generic term. Accordingly, I will use the term *time-series* to refer to a number of repeated observations on the same group.

One advantage of a time-series design is that an intact class can function as its own control group (Hatch & Lazaraton, 1991). Another advantage is that threats to validity known as the Hawthorne effect, maturation, regression, and test effect can be controlled (Ary, Jacob, & Razavieh, 1990; Mellow, Reeder & Forster, 1996). A time-series design assesses these threats because frequent observations before the introduction of the treatment allow for the collection of baseline data, which provides evidence for these threats. The major threat to a time-series design is history (Spector, 1981, p. 31). As Cook and Campbell (1979, p. 211) point out, history is the possibility that events other than the treatment influenced the dependent variable (the number and quality of questions) immediately after the treatment was introduced. Because my data comprised frequency data and because of the relatively low number of interventions (5 pre-interventions and 5 post-interventions), I followed Mohr (1988, p. 150), who suggests that one very good way to analyze trends in a time-series design is visual analysis of a graph of the raw data. Interrater reliability was calculated by Spearman correlation using Stat-
View statistical package for the Macintosh (StatView 5.0, 1998). Qualitative data was gathered in a teacher log I kept for both classes. During or immediately after each class, I recorded environmental issues such as attendance, notes on individual student performance, and my reflections on the research process.

Inter-rater reliability as calculated by Spearman correlation was .98 (p < .003) for the Monday class and .89 (p < .008) for the Tuesday class. Figure 2 shows the results. The top line is the Monday class (the experimental class), and the bottom line is the Tuesday class (the control class). Treatment began after the fifth observation. Except for observation two, the average number of questions asked in the experimental group is about four and the average number of questions for the control group is about two. After the introduction of the question model starting from vocabulary worksheet six, the control group continues to ask about two questions.

Internal validity concerns the issue of causality. In other words, did the clarification question model cause the increase of questions in the experimental class, or might there be another cause? Maturation, test effect, and regression are dispelled by the use of a time-series design and a control class. The chart in Figure 2 shows a fairly flat response over the first five observations for both classes, and then an increase for the experimental class, but not the control group. If maturation, test effect, or regression were the cause of the increase in student questions, the line on the chart would be gradually sloping upwards. The threat of researcher expectancy, that is the researcher finding what he wanted to find, was dealt with by using two outside raters to count both question number and quality.

The Hawthorne Effect was countered by the time-series design. In addition, before collecting baseline data, I told both groups that I was interested in their questions about vocabulary. The design shows no change in the experimental group until the question model was introduced, and no change at all in the control group. If the students in the experimental class were acting in a way that was influenced by the knowledge that they were involved in a project, why would there be a sudden increase in the number of questions only after I taught
the question model? In addition, since I told both groups about the project before the first observation, and both classes saw the tape recorder on the table for all ten observations, it is not likely that they suddenly realized they were being observed, and this knowledge caused a change in class performance.

The threat of History was taken into account by use of a control group and use of a questionnaire. The use of a control class was helpful because any external event that might have caused an increase in questions in the experimental class would also have been noticed by the control group and caused a corresponding increase. A questionnaire was used to see if there was a sudden increase in English language input at the time of the question model introduction. The questionnaire was administered early in the semester to determine how much English language input students received out of class from viewing English language movies, videos, TV, radio, friends, home study, or study at a commercial language school. The questionnaire was re-administered toward the end of the semester to 18 students in the Monday class (3 absent) and 17 students in the control class (1 absent). The second administration was given to determine notable changes in language input about the time I introduced the question model. There were no changes in the experimental class, and only slight changes in the control class (two students in the control class reported an increase of one or two more movies and videos). I conclude from the questionnaire results that none of the students in the experimental class experienced any increase in English language that would account for the increase in questions input after the introduction of the question model.

Further Reading

Creswell (2003) discusses experimental design. Two of the classic sources for experimental and quasi-experimental design are Campbell and Stanley (1963) and Cook and Campbell (1979), but the most current and easily available text today is Shadish, Cook, and Campbell, (2002). Heppner, Kivlighan, and Wampold (1999) have an extensive discussion of experimental, quasi-experimental, and
time-series designs. Hatch and Lazaraton (1991, p. 84) discuss large N-size designs (30 participants or more) one-shot design; one-group, pretest-posttest design; intact groups, single control, pretest-posttest design; and time-series design, and Hoyle (1999), Neuman and McCormick (1995), and Saville and Buskist (2003 discuss small N-size (10 participants or less) also known as single-subject experimental research. Examples of studies using the experimental research design can be found in many journals. One example is Folse (2006) who uses a modified EXD to compare three groups of vocabulary learners using three types of written exercises.

Discussion Questions

Write any questions you had while reading about experimental research design.

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

Reflection on Experimental Research Design

1. What is the attraction of Experimental design for classroom teachers in general and/or you in particular?

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

2. What problems or issues would you anticipate in using EXD?

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________
Task 1

Find a published research paper that you believe used an experimental, quasi-experimental, or time-series design. Download, copy, or print the article, and answer the following questions. Bring the article and answers to class.

1. State the title of the article, the author, year, and the name of the journal.
2. What do you find in the article that tells you the design was experimental or quasi-experimental?
3. Where did the research take place, who were the students?
4. Can you identify the dependent and independent variables?
5. Where any threats mentioned? How were they controlled?
6. Were you convinced by the research? Do you accept the conclusions of the author(s)?

Task 2

1. What innovation have you done or are you thinking of doing in your class? If you are not teaching a class, think of a change or innovation that you have tried or might be interested in trying in the future.

________________________________________________________

________________________________________________________

________________________________________________________

2. What would you compare and how would you compare it?

_______________________________________________________________

_______________________________________________________________

_______________________________________________________________

3. Can you think of a way to get a control group?
4. What threats would be problematic?
Case study research is a strategy for doing social inquiry, although what constitutes the strategy is a matter of some debate. (Schwandt, 2007, p. 28)

In this chapter, you will learn the short but interesting history of case study design, that case study (like experimental design) generalizes to theory, not population, and how you might begin to implement a case study.

Preview Questions

1. Can you think of some examples of case histories?

2. Have you ever read a case history?

Introduction

For many persons, case study design is considered naturalistic and qualitative. For example, Brown and Rogers (2002), Creswell (2002), and McKay (2006) discuss CSD in terms of qualitative data in the ethnographic tradition. In fact, it is not uncommon to divide all
research into experimental and case study approaches. This identification of CSD with qualitative research may be the reason that CSD is experiencing a comeback. Despite, or perhaps because of its increasing popularity, CSD is prone to confusion because it is not well defined. Much of what is called CSD resembles administrative reports, for example, this is my program and this is how it works (see Kaufman & Brownworth, 2006).

Case Study Design defined

The case study is occasionally confused with experimental single case design, an experiment using only one group. Sometimes CSD is confused with time-series experimental design, another instance of an experiment using only one group (Nunan, 1992). “A case study or ethnographic research project may seek to answer specific questions about occurrences and their explanations similar to those answered by quantitative” oriented researchers (Tuckman, 1999, p. 401). In addition, case study design is also confused with ethnography; it is easy to see why. Babbie (2004, p. 289) defines ethnography: “An ethnography is a study that focuses on detailed and accurate description rather than explanation.” That definition could fit a case study and suggests that at some level a case study and an ethnographic study might overlap to the point where they would be the same. That is exactly what Nunan (1992, p. 75) says: “I would agree that the case study resembles ethnography in its philosophy, methods, and concern for studying phenomena in context.” However, he goes on to suggest at least three ways a case study and an ethnographic study might differ. One way is that ethnography covers a larger scope; CSD is more limited and more focused. Second, an ethnography is more likely to attempt to define the culture of what it studies, while CSD is more likely to investigate narrowly defined topic areas such as classroom problems or language development. The third way Nunan (1992) posits a possible difference is that while both use qualitative methods, CSD can also use quantitative data collection methods. Hamel (1993, p. 1) suggests that “a case is an in-depth study of the cases under consideration.”
What is a Case Study?

For Yin (2000) a case study must have three aspects, and these three aspects can serve as a definition: it must have data from multiple sources, examine something in a real-life context, and use theory to generalize results. Yin (2003) elaborates this definition by saying that a case study design is used when the difference between the object of the study and the context of the study cannot be easily differentiated.

What are its historical roots and assumptions?

Case study has a long history in anthropology dating from Malinowski’s work in early 20th century Melanesia. According to Hamel (1993) Malinowski considered the isolated tribe or village an ideal unit to study culture. Case study entered American sociology by means of the sociology department of The University of Chicago where Robert Park, a former journalist, developed research methods for direct investigation, including open interviews and material collection (Hamel, 1993). In the 1930s, a political and methodological argument developed between forces in New York (at Columbia University) and Chicago (University of Chicago). Columbia championed the statistical survey while Chicago accepted both the statistical survey as well as the case study. By the end of the 1930s, the statistical survey and statistical methods had won and the case study and fieldwork had lost (Hamel, 1993). This now forgotten battle probably accounts for the less regarded status that many researchers feel for the case study, but as qualitative research experiences resurgence, CSD is being reconsidered.

The beliefs and assumptions of CSD maintain that a large group, say a culture or society, can be understood by studying a smaller unit of that society. For Malinowski, the key unit was an isolated tribe or village in which culture could be studied in isolation, free from the influences of European culture. For the French anthropologist Le Play, it was the French working class family, and for members of the Chicago School of sociology it was immigrants newly arrived in Chicago. In each case (pun intended), the smaller unit was consid-
ered particularly well situated within the larger society because the parts of the smaller case unit were taken to be a representative part of the larger society.

What are the key components of the design?

Probably the most important single concept is that of the case. Stake (1995) says a case is people or programs, but not a problem, a theme, or a relationship because these are too abstract and lack boundaries. Yin (2003) describes five components he considers crucial for CSD: questions, propositions, analysis, linking of data to propositions, and criteria for interpreting the findings. Questions are the research question or questions, especially how and why questions. Propositions are the object that is to be studied in the case. They are, or are similar to, purpose or hypothesis or even thesis. A proposition explicitly states what will be studied and how it will be judged to be successful or unsuccessful. In a single-case design, the unit of analysis can be another word for the case itself. The unit of analysis is what the research questions study. For example, for many language teachers, the unit of analysis is students. The fourth component of case design is linking data to the proposition. The term proposition is not always made clear by Yin (2003). It could mean the same as research hypothesis in the sense that it means “the-thesis-you-are-trying-to-show-demonstrate-or-prove.” Whatever the term proposition means, in requiring an explicit statement of how the data is to be linked to the outcome, Yin asks the TREE to state what would be a successful outcome (and by implication what would be an unsuccessful outcome). This linking would allow readers to decide if the case study were successful or not. The fifth component is stating the criteria for success. Yin says this cannot be done with the precision of a cut score on a test, which can stipulate that at or above 92 is pass while below 92 is fail. Although case study tends to be classified as part of the qualitative research tradition, as with any design case study design can accommodate quantitative or qualitative data. Popular data collection instruments in CSD include: interviews, participant observation, tests, textbooks, field logs, as well as docu-
ments such as class syllabuses, handouts, and homework assignments. Consult Brown (1995a) for an extensive list of types of data.

How this design might look visually

Figure 1. A visualization of a case study design showing a bounded case with three sections and multiple interior dynamics

Figure 1 shows one way a case study design could be visualized. The heavy border indicates the case boundary, separating this case from other situations and other possible cases. In this image, the case is divided into three parts, one in the upper left hand corner, one in the lower left hand corner, and the rest. These three parts might represent various data collection modes, or they might represent various dynamics in the case explained by the study. Either way, this figure shows diverse multiplicity within the case. And yet for all the diversity, there is only one case, and it is this case that is under investigation.

According to Cohen, Manion, and Morrison (2000), the purpose of CSD observation “is to probe deeply and to analyze intensively the multifarious phenomena that constitute the life cycle of the unit with a view to establishing generalizations about the wider population to which that unit belongs” (p. 185). The terms probe deeply and analyze intensively may be taken to mean that CSD does not accept surface data at face value, but seeks through analysis to create a deeper explanation of the data. Multifarious phenomena may be taken to
mean that whatever deeper explanation is created, it has multiple aspects in somewhat the same way a diamond has multiple reflecting surfaces. There is no way to know for sure if all of the phenomena have been investigated, but we can report the ones we found. Generalizations about a wider population to which the unit belongs may mean that the unit is of interest not only for its own sake, but also for what it can tell us about some part of the world that interests us.

A brief scenario

Kiyoshi Yamada, whom everyone calls Ki (pronounced key), teaches Japanese in a U.S. university while working on his MA. In his first-year class of 15 students, Ki has just administered his first major test, which in his opinion resulted in a rather strange distribution. Ten of the students scored in the middle (one standard deviation plus and minus), but three students scored very low (two standard deviations below the mean) and two students scored very high (two standard deviation above the mean). Why, Ki wonders, would that happen? Why do some students do so well and other do so poorly? Is it language aptitude, lack of studying, their over-extended social calendar, individual motivation, cultural affinity for the language, or some combination? One of the exceptional students was a Japanese American, but the other was not. Ki is considering a two-case design. One case would include the three students with the lowest scores, and the other case would be the two students with the highest scores. The general purpose would be to investigate why students fail and why students succeed. The proposition, to use Yin’s (2003) term, would be that whatever was found in one group would be the opposite in the other. Since Ki has no theory in mind and thus is not prepared to make any theoretical claims, this would be a descriptive study. The length of the study would be the current semester and perhaps the break following the semester if students were available and could be contacted.
Practical steps in getting started

Hamel (1993, p. 41) lists five (what he calls) practical processes involved in CSD described in sociological terms. I recast these in research terms more familiar to second language teachers.

1. Define the object of study. Although for Hamel, CSD is part of a qualitative research tradition which allows the object of study to emerge gradually, he also favors a tradition which carefully defines object of study before the study begins, or at least as part of the initiation of the study. In this sense, the object of study is the same as or similar to the construct.

2. Select the case that will be the object of study. Case selection is informed by an appropriate theory that connects the case to the construct.

3. Decide on data collection methods. This third step is fairly straightforward; Hamel reminds readers that data can include official documents, overheard remarks, and personal writing.

4. Write. This seems to include writing the analysis, as he discusses the difference between common language and the special language used in the report.

5. Construct the explanation. This appears to mean offering an explanation in terms of theoretical understanding.

Stake (1998), on the other hand, lists six steps.

1. Bounding the case and conceptualizing the object of study.
2. Developing the research questions.
3. Seeking patterns of data to develop the issue identified by the RQs.
4. Triangulating the data for various interpretations.
5. Selecting alternative interpretations to pursue.
6. Developing generalizations about the case.
What is the design good at?

There is an on-going discussion between proponents of experimental design and case study design over the suitability of CSD for establishing cause and effect relationship. This discussion is philosophical in nature with each side citing its sources (see Cohen, Manion, & Morrison, 2000, p. 181 for citation that CSD can establish cause and effect relationship). Another source is Yin (2000) who argues, convincingly that case study design can be used to specify and test rival theories because CSD is good at answering how and why questions. Less controversial is the claim that CSD is teacher friendly. McDonough and McDonough (1997) cite Adelman (1991) as summarizing reasons CSD is user-friendly for teachers:

Case Study Design is ‘strong in reality,’ allows for generalizations about an instance, or from an instance to a class, recognizes the complexity of ‘social truths’ and alternative interpretations, can form an archive of descriptive material available for reinterpretation by others, is a step toward action for staff or institutional development, and finally presents research in an accessible form. (p. 217)

Nunan (1992) observes that a major strength of case study design is its suitability for small-scale research of the type often done by teachers. One reason for this may be that individual students, groups of students, and classes are ready made, so to speak, for use as case studies. Finally, CSD can also be an option when a TREE has little control over events (Cohen, Manion, & Morrison, 2000, p. 182) or when context is important and events cannot be experimentally manipulated (Yin, 1993, p. 39).

What is it not so good at?

Users of CSD should be prepared to encounter some researchers’ argument that CSD is “useful for purposes unrelated to inferring causation, such as assessing whether there was a treatment and how
well it was delivered, or generating new hypotheses about the phenomenon under investigation” (Cook & Campbell, 1979, p. 98). The biggest drawback of CSD, according to Shadish, Cook, and Campbell (2002), is the lack of counterfactual evidence from the control group. Counterfactual evidence is what might happen without experimental treatment. They continue to maintain that CSD should be used, but more for hypothesis generation than hypothesis testing (Shadish, Cook, & Campbell, 2002, p. 130, 501).

What issues and concerns does the design highlight?

Case study has had its ups and its downs. It arose in the early 20th century and was an important research model until the 1930s when it lost ground to a new idea of theory and theorizing. The new idea was the development and appreciation of statistical methods combined with the desire in sociology to develop theory. Case study research and the field data it represented were rejected because they were not considered scientific and objective, and also because they included researcher bias (Hamel, 1993). Specifically, it was argued that a single case could not be representative of the phenomenon under study, nor could the analysis be rigorous because of the researcher’s subjective bias, in addition to the bias of the informant in the field on whom the researcher relied. The new theories of sociology required validation and generalizability which statistics were seen as providing. The inductive, bottom up theorizing of case studies were discredited in favor of a deductive, top down confirmatory research approach which used statistics and its accompanying large N-size. As Hamel (1993) summarizes:

The result was a reversal in the process by which field materials were constructed into sociological theory. In the Chicago School tradition, theory was built from field materials. In the statistical method, theory gave dimension to, and even validated, the representativeness of empirical data. (p. 21)

Starting in the 1940s, case study design entered an era of decreased
popularity. Those in the new statistical wave considered it a secondary form of research, because its data was from the field, thus contaminated, biased, and not suitable for purposes of theory construction, theory validation, and generalizability. Case study design was considered exploratory, something similar to a pilot study, used for justifying a larger study that with experimental design and statistics.

Cohen, Manion, and Morrison (2000, p. 183) maintain that although CSD frequently is associated with the interpretative tradition, it still must demonstrate reliability and validity. Is a single case generalizable? Atkinson and Delamont (1986) say no while Simons (1980) says yes. McDonough and McDonough (1997, p. 216) cite Atkinson and Delamont as saying that CSD fails to build in features such as sampling or experimental treatment that would allow extrapolation to a wider population.

Further reading

In the Second Language Acquisition literature, there are several well-known case studies: Hakuta (1976, 1986), Japanese child learning English; Schumann (1978), a Spanish speaking adult learning English; Wong Fillmore (1976), five children; Schmidt (1983), Wes a Japanese in Hawaii learning English; and Schmidt and Fronta (1986), Schmidt himself learning Portuguese for five months in Brazil. Johnson (1992, pp. 77-82) lists, discusses, and gives examples of various uses of CSD investigating writing, SLA, and literacy. Other published articles claiming to be case studies include Anderson (1998).

Some introductory research textbooks include chapters on case study design as well. These include Brown and Rogers (2002), Casanave (2010), Cohen, Manion, and Morrison (2000), Creswell (2003), Johnson (1992), McKay (2006), and Nunan (1992). For example, Brown and Rogers (2002) devote an entire chapter to an innovative case study design. They attempt to allow readers to actually experience a case study, first by engaging in a detailed linguistic
analysis of the writing of Helen Keller, and second by engaging in a 24-hour case study conducted by the readers on themselves.

Some texts, however, are devoted entirely to case study design. These include Hamel (1993), Stake (1995), and Yin (1993; 2003). Hamel (1993) is short at 76 pages, but helpful. It is a translation from French with a strong sociological orientation. This sociological tradition means that many concepts familiar in applied linguistics appear using new terminological form. For instance, the more familiar term *construct* is now termed *the object of study* and *generalizability* is discussed as *representativeness*. Another problem is explaining new theoretical concepts that underlie case study in terms from mathematical theory. On the other hand, Hamel supplies a historical background that helps explain the political and methodological issues involved in how case study was discredited in the 1930 by proponents of survey design and statistical analysis.

*The Making of a Teacher,* by Grossman (1990), who uses CSD to investigate the impact of teacher preparation courses on teacher knowledge. Grossman interviews and observes six new K-12 (elementary through secondary) teachers, three who had taken education courses and three who had not. She documents her methodology and lists her interview questions for each interview in separate appendices.

McKay (2006) has a relatively short, but interesting section on case study research. Its strength comes from having been written from the point of view of second language and classroom research by a knowledgeable and experienced researcher; the weakness, however, is that in discussing external validity, she misunderstands Yin (2003) on a crucial point, confusing experimental design with survey design. Yin (2003, p. 37) argues that both case design and experimental design rely on *analytical generalization,* which generalize to theory, whereas survey design relies on *statistical generalization,* which generalizes to populations and universes. But in McKay (2006, p. 73), experimental design is substituted for survey design. This change leads readers to the false conclusion that Yin (2003) is contrasting case design with experimental design instead contrasting case design as well as experimental design with survey design. As a result, experi-
ment design is erroneously described as generalizing by statistics to (by implication) populations rather than acknowledging that experimental design generalizes to theory that can be used to generalize to other situations. McKay (2006) does not have a chapter on experimental design nor discuss it extensively. She concludes her discussion of external validity by noting, correctly, Yin’s position that case study uses analytic generalization that can be used to create theory.

Yin (2003) is the most complete text on case study currently in print, and any TREE interested in initiating a case study would be advised to read and study it in depth. It has six chapters and 180 pages which makes it rather short, but it is so full of advice, directions, and examples that it has the feel of a longer text. Chapters include designing case studies, preparing for data collection, collecting evidence, analyzing the evidence, and writing the case study for publication.

Discussion Questions

Write any questions you had while reading about case study design.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Reflection on Case Study Research Design

1. What is the attraction of case study design for classroom teachers in general and/or you in particular?

_________________________________________________________

_________________________________________________________

 _______________________________________________________

2. What problems or issues would you anticipate in using case design?
Task

Find a published research paper that either explicitly states that the researcher used a case design or in your opinion did so. Copy the article, answer the following questions, and bring it to class.

1. Note the title of the article, the author, the year, and the title of the journal.
2. How does the author communicate that the design is CSD?
3. Where did the research take place?
4. Can you describe the case?
5. Describe the question or questions the author was trying to answer.
6. Was the construct mentioned?
7. Were you convinced? Do you accept the conclusions of the author or authors?
8. Can this paper serve as a model for you to follow?
When teachers undertake research, it either changes teaching or it changes research. (Freeman, 1994)

In this chapter, you will be exposed to the background of Action Research Design and the considerations and steps involved in implementing an Action Research project.

Preview Questions

1. Do you see yourself primarily as a teacher or a researcher? Why?
2. Do you think teachers can also be researchers?
3. Are you more an action person or a reflective person?
4. Have you ever engaged in classroom research?

Introduction

Action Research Design is controversial, seemingly contradictory, and probably an as yet unfinished and still evolving design (Burns,
At the heart of this approach is an attempt to join two opposites: action and research. Classroom teachers have tended to favor action over research; ARD is an attempt to put teachers in charge of their own research. The usual path for teachers to come to research is through a discipline other than teaching such as applied linguistics, second language acquisition, or testing. There is nothing wrong with this, but the question remains: Who will research the areas and issues not covered by those disciplines but which are still of interest to teachers? ARD is one answer to that question.

**Action Research Design defined**

Field (1997) says “The term ‘action research’ was adopted to describe a small-scale investigation undertaken by a class teacher” (p. 192). Patton (1990) defines action research as aiming “at solving specific problems within a program, organization, or community” (p. 157). ARD can be defined as small-scale investigation by teachers on specific classroom problems for the purpose of curriculum renewal and/or professional development (Field, 1997; LoCastro, 1994; Markee, 1996; Nunan, 1993; Patton, 1990).

**Historical roots and key beliefs**

According to Hitchcock and Hughes (1995), action research design in education began with Lawrence Stenhouse and the “Teacher as Researcher” movement in the 1970s. Kemmis and McTaggart (2005) credit the origin of action research to Kurt Lewin. Burns (1999) agrees by saying that although the roots of ARD can be located in the work of John Dewey in the early 20th century, its origins are generally accredited to Lewin (1946).

As you can see from its historical roots, ARD is still fairly new and even now is being formed and discussed. We can think about ARD as lying on a continuum between curriculum renewal on one end and professional development on the other. Nunan (1993) points to teacher development as the purpose of action research. LoCastro (1994) suggests both curriculum renewal and on-going professional
development. Field (1997) and Markee (1996) suggest course evaluation and innovation as purposes of ARD. For Wallace (1998), however, ARD is fundamentally a way of reflecting “by systematically collecting data on your everyday practice and analyzing it in order to come to some decisions about what your future practice should be” (p. 4). Figure 1 captures the tension of these points of view.
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According to Figure 1, ARD can be understood as a source of curriculum renewal and also professional development. The action part is the curriculum renewal and the research part is the professional development. The source of curriculum renewal is the teacher, with the outcome being solutions to problems faced by the teacher. The source of professional development is structured reflection by the teacher with the outcome being a new sense of freedom, emancipation, or empowerment resulting from the creation of teacher theory.

*Teacher oriented* means the teacher is central to curriculum renewal and evaluation (Nunan, 1992, p. 18; 1993, p. 41). According to this view, the classroom teacher’s central position is the key distinction between ARD and other types of research. In ARD the research
questions come from the teacher's immediate concerns and problems (Crookes, 1991, p. 74). This means that ARD is usually small-scale investigation (Field, 1997) because the locus of the research is the teacher’s intact class, and typically, intact language classes are not large.

Solving problems means that ARD is concerned with “solving specific problems within a program, organization, or community” (Patton, 1990, p. 157), which follows directly from the centrality of the role of the teacher. As Noffke (1997) shows, ARD has a long and complex history of differing strands and concerns, and here is where two of them emerge. The question of solving problems raises the issue of “whose problem?” Lewin (1946) represents the view of community action and social justice: The problems that need to be solved are those of minority groups with the help of the experts. For Brumfit and Mitchell (1990, p. 9), ARD is tied to the interests of teachers in the classroom. For them the problems of the teacher that need to be solved, not those of minority groups such as students. This implies that in ARD, teachers identify a specific classroom problem to address (Hadley, 1997, p. 88) rather than problems derived from applied research theory. This might have implications for the literature review. If the teacher takes the problem from applied linguistics theory and application, it means that the literature concerning that problem must be searched, synthesized, and discussed in the paper. If the teacher takes the problem from his or her own classroom experience, then the literature review may be reduced or even eliminated in favor of a description of the problem. Of course, the problem may already have been discussed by other teachers in published accounts.

Structured reflection is at the heart of ARD. Following Nunan (1993), Markee (1996), and Wallace (1998), reflection follows a general pattern of identifying a problem, gathering data, analyzing the data, forming or refining a hypothesis, creating a plan to test the hypothesis, implementing the plan, analyzing the data to decide what happened, looping if necessary, and finally making a report. Looping refers to repeating the process.

Theory Creation means that by using ARD, teachers empower them-
selves by constructing their own theory (Markee, 1996, 119; McNiff & Whitehead, 2006). Theory creation is a direct result of structured reflection because as a result of systematically collecting and analyzing data, reflection is promoted for teaching practice (Wallace, 1998, p. 4). Theory, as Widdowson (1993, p. 267) defines it, involves making ideas and beliefs explicit and systematic.

What are the key components of Action Research Design?

Since ARD nearly always arises from some specific problem or issue in a teacher’s professional practice, ARD involves the collection and analysis of data related to a problem in teaching for the purpose of discovery, reflection, and application to teaching (Wallace, 1998, p. 15). Nunan (1992, p. 18) identifies the key components of ARD as initiated by a question, supported by data and interpretation, and carried out by a teacher in his/her own context. Markee (1996) gives six characteristics:

1. ARD is carried out by insiders.
2. It uses any form of data (qualitative or quantitative).
3. Its purpose is teacher behavioral and attitudinal change.
4. There is no expectation of generalizability.
5. It seeks to improve classroom practice.
6. It aims at the development of teacher theory.

How action research design might look

![Diagram showing the research cycle of action research design](image)

Figure 2. Action research design showing its research cycle
There is currently no consensus in action research design as to the number of steps, the order in which these steps should be taken, or even what the steps are. For example, Burns (1999) lists eleven steps, while Belleli (1993) lists only six. There is, however, a consensus that any and all steps of ARD should be taken as suggestive rather than prescriptive, reflexive rather than definitive, open-ended rather than fixed, and recursive. Recursive means that a step may be repeated and refined. Taken together, these characteristics mean that it is up to each TREE to decide what to do and in which order to do it. This is a problem, on the one hand, because no particular step or series of steps can be recommended without knowing the context of the research under consideration. On the other hand, some guidance would be helpful, especially for TREEs new to action research design.

One solution is to group various steps into areas I will call considerations. A consideration is defined as a broad area consisting of many possible actions. A TREE can consult each area of consideration and decide which of the many possible steps should be done and in which order. In fact, a step might be appropriate in more than one area of consideration. For example, one recommended step is to consult with persons who might understand the problem and can offer advice. It is hard to imagine any area of consideration in which this would not be a good idea. Seven areas of considerations are described: initial awareness, exploration, initial response, plan creation, plan execution, evaluation, and reporting the results.

**Initial awareness.** The first general consideration in ARD can be called initial awareness, the TREE’s response to noticing or becoming aware of the existence of a problem, puzzle, or a problematic situation. A problem is an issue a TREE becomes aware of including classroom teaching. Characteristics of a problem are that the issue is noticeable, persistent, bothers the teacher (even if no one else is aware of it), and produces discomfort or even pain. In addition, a problem often affects multiple parties including the teacher, but also others such as other teachers, administration, and/or certain students. A puzzle is the same as a problem, but is less intense. Prob-
lematic generally denotes that something is unsure, incomplete, or not well defined and connotes something that is wrong or not ethical.

**Exploration.** Four levels of exploration can be identified and discussed. The first level is general awareness; there is some awareness of a problem, but not necessarily more than that. What exactly the problem is, how complex it is, what its source is, what social and educational structures are involved, and what might be done to deal with it remain unclear. Level one of problem X may be typified by negative characterization including *not enough* and *no control*. The TREE is aware of a problem situation, but complains there is not enough time, no money to deal with the situation, or that she does not have enough skill and/or experience. Additional problems might be that she has no control over, for example, the composition of the class, the administration, textbook selection or some other key factor.

The second level of exploration is acknowledgement of external and internal sources of the problem. External sources of problems, puzzlements, and problematic areas might be that someone complains to you about a problem they are having, and you recognize the problem as one you are also having; someone, perhaps a student, complains either directly to indirectly about you; an institutional review or evaluation identifies one or more problems, and you take the criticism seriously; someone mentions a problem that someone else is having, but it sounds familiar; or a group of teachers, including you, meet to discuss problems. Initially when you attended the meetings you were not sure these problems pertained to you, but as you listen and participate in the discussion, it becomes obvious that you have some or all of the problems. Perhaps you are taking a course, and in the midst of reading, listening, and participating in the course, a problem area is discussed which you recognize in your own teaching and learning. And finally, you attend a meeting or a conference presentation in which a problem is discussed, and as you listen, you realize this problem exists for you in your class. Internal sources of problems, puzzlements, and problematic areas might be: you begin to notice a situation in which people are suffering for reasons not of their own making; something in your class does not seem to be
working well, or perhaps you are reading a book or article which points out a problem that you recognize as one you are having. At the second level the TREE has two choices. If she ignores the external or internal prompts, she remains at level one. If she acknowledges the prompts, she has a clearer awareness of the problem.

The third level of exploration is decision. The TREE decides to engage in some form of systematic investigation and research including but not limited to an action research project. This decision has the effect giving the TREE permission to deal with a limited number of the manifestations of the problem. The TREE can accept, select, or formulate one problem among many to focus on.

The fourth level of exploration is the ethical dimension. At this level, the problem involves values and their violation. If there is no violation of an educational value, there is no problem. Imagine two teachers, both of whom have students who on a regular basis enter their class several minutes late. One teacher notices this behavior, but ignores it saying that he understands that occasionally students are late, and that it can’t be helped. For this teacher, no educational value is being violated. The second teacher, on the other hand, is irritated and over time becomes increasingly distressed. This shows that a situation is not a problem until an educational or ethical value is involved and violated in some way. Signs that a value has been impinged on include irritation and aroused emotions, for example, you are angry or upset. Identification of a value may make a problem clearer and thus a solution clearer. It also means that action research is always closely aligned with a teacher’s values and beliefs.

Steps in exploration will be separated by bullets rather than numbered to avoid implying a priority or sequence. Typical exploration steps mentioned in the ARD literature (in no particular order) include:

- Identify a problem or problems. Jot down as clearly as possible what you think the problem is, keeping in mind that your thinking will change as the research continues.
Number and date your problem identifications so you can trace your understanding over time.

- Evaluate the problem. How serious do you consider the problem to be? What seems to be involved? Who are the parties involved?
- Decide to experiment by trying something different. “What happens when I ___?” (Curry, 2006)
- Engage in class observation, for example, by keeping a diary to document more exactly what is going on and/or what the problem is.
- Write a quick memo explaining the history of the problem from your point of view. Write where you think the problem came from and how you first noticed it.
- Compose a more complete second memo with your analysis of the problem by following the seven levels of problem analysis described previously.

**Initial response.** The third general area of consideration in ARD is the *initial response*. Initial response is any kind of response by a TREE which addresses the exploration (described in the exploration consideration) and which is usually above and beyond normal teaching activity.

Typical initial response steps include:

- Decide what action to take.
- Brainstorm all possible solutions to the identified problem. The assumption is that we always have more than one possible solution, although some are more suitable than others.
- Locate other teachers and persons to help you understand your problem and how to respond; ask them for their insights.
- If you haven’t already done this, create an initial hypothesis. A hypothesis is a guess or statement about what the TREE believes the problem to be, what causes it, and what may be done about it. An initial hypothesis is the first guess or
speculation regarding what the problem is. This is done prior to actual investigation, which might lead to a revision of the hypothesis.

- Begin to gather what Nunan (1993) calls baseline data. The purpose of baseline data is to understand the situation before changes are implemented.
- Initiate a literature review. Does this problem have an agreed upon name that you can use to search for published articles and books? Have others dealt with it? If so, what did they find?

**Create a plan.** The fourth general consideration in ARD is *create a plan*. Creating a plan entails generating an outline of possible actions to take. Earlier we saw that any set of ARD steps should be considered reflexive, open ended, and suggestive rather than prescriptive. Plan creation is a good example of these suggestions because creating a plan covers initial ideas of what to do, as well as the revising of those ideas based on new information. The plan is always open to change and modification as the research proceeds. Here are some typical steps to create a plan—don’t try to do them all. Select some steps you think are do-able and appropriate for you at this stage of your action research.

- If you haven’t already, create an initial hypothesis of what you think is happening.
- If you haven’t already, list possible research questions. If this is not yet possible, list areas of interest that you think merit looking into. This might turn into researchable questions. If you have already listed possible research questions as part of your initial response, you may have changed your thinking. Review your first RQs by asking yourself if they still reflect what you want to investigate?
- Continue and deepen your literature review.
- Give some thought to the kind of data you might collect and how to collect it.
- For each possible solution, describe what blocks it. A block
is anything that inhibits further action. An example of a block is deciding to do something, and realizing that you have little or no idea of how to begin. Knowing that “how to begin” constitutes a block means that you can now search for a first step. If you can’t identify a block, focus on the solution. If you can identify a block, focus on how to deal with the block.

- Write yourself a memo after each consideration. Writing a memo not only reminds you what you know, but it starts the writing process, which is too often left to the end of the research.

Do the plan and evaluate the plan. The fourth general consideration in ARD is do the plan. Implementing an action research plan—or a research plan involving any kind of research design for that matter—sounds easier than it is. Doing the plan assumes that a plan exists and that it is sufficiently detailed so that it can be done. Typical steps in doing the plan include:

- Create a plan for your research.
- If you already have a plan, check to see if it has a clearly stated purpose, actionable research questions, and ideas for data collection and analysis.
- Include a timeline of what you will do and when you will do it.
- Create an evaluation plan that states how you intend to evaluate your action plan.
- Look again at the research questions. Are they specific enough? Can they be answered? Do you know how to answer them? Are there too many? Not enough?
- Think ahead to reporting, and estimate of how you will report the results of your research.

Report results. The last general consideration in ARD is reporting results. This entails finding ways to present your findings both orally and in written form. Typical reporting steps include:
Present your findings to colleagues. Seek a friendly but professional forum. This might be a teacher meeting in your school or a teacher meeting in your city, state, or province. If such a group exists, they are probably looking for presenters; make yourself available by volunteering to present your results.

Submit a proposal at a conference. If this is your first conference presentation, consider a local meeting as a rehearsal; think later about presenting at a national conference.

Consider writing up the results of your research.

Decide on the next round of investigation.

What are the advantages of action research design?

Generally, ARD can be thought of as structured reflection that is natural and doable. It takes as its starting point teacher interest, which likely the teacher is aware of. ARD seems to focus on what works best with particular students in particular settings (LoCastro, 1994, p. 5). More specifically, ARD has three important benefits:

1. It encourages teachers to reflect on their practice, therefore, it could lead to change.
2. It empowers teachers by releasing them from ideas handed down by past experience (Field, 1997, p. 192).
3. It allows teachers to receive ideas from academic researchers and trainers, and implement those ideas. This helps make individual teachers authorities on the ideas and their implementation, rather than being passive receivers of ideas and practices.

What are the disadvantages of action research design?

Nunan (1990) maintains that ARD “lacks the rigor of true scientific research” (p. 64). Generally, he claims, findings based on ARD have to be very careful about generalizability because other factors may
be involved (Nunan, 1992, p. 19). A second problem facing teachers using ARD face is stating their problems as researchable questions. It is one thing for teachers to become aware that there are problems, but it is another thing to be able to formulate a problem as a researchable question. A researchable question is one that can be answered. Any teacher following any research design confronts this problem, sooner or later, but it seems that ARD is particularly vulnerable because ARD is advertised as being especially teacher friendly. This stance may lull teachers into thinking they do not have to articulate answerable research questions. In fact, it might be the problems facing teachers using ARD are the same as those faced by teachers using any other research design, including problems with data collection, data analysis, literature search, instrument creation, and instrument validation. A third problem area is that there is little or no agreement on how to report findings. The findings of research from ARD may not be disseminated beyond the immediate program or organization. In many instances, there may not even be the expectation of a full written research report. Rather there may be briefings, staff discussions, and oral communication (Patton, 1990, p. 157). This wide range of reporting formats can be divided into four areas: verbal reports, presentations, reports, and articles each of which can be seen to have an informal and formal aspect. These formats can be seen summarized in Figure 3.
Informally, verbal reports may be conversations with other teachers and administrators in chance meetings or over coffee. More formally, they may consist of short reports at a teacher meeting. Informally, presentations may be a report at a teacher meeting or a poster session at a conference, and more formally may be a peer reviewed presentation at a conference. Informally, memos may be brief notes handed out at a teacher meeting, and more formally memos may be several pages of prose that could include tables and references. What I am calling a report could even be a short newsletter or newspaper article. Informally, articles may be pedagogical, or a report of research, and more formally may be a full-length research article in a journal. All these are considered legitimate forms of reporting AR research.

What are the claims of ARD?

There are two major roles for ARD: exploratory and emancipatory (Ellis, 1997, p. 86). Ellis also claims that AR can be used either for curriculum development or teacher awareness (1997, p. 87). McNiff and Whitehead (2006) claim that ARD allows teachers to think and act for themselves. Writing from a sociological perspective, Lewin (1947) describes field experiments—which he accepts as the norm
for research—and claims the most difficult task of research is to maintain a balance between the objective and subjective aspects of data interpretation. By objective he means the close description of what occurred so that pretest and posttest measurements can be taken. By subjective, he means “the initiative shown by individuals and subgroups” (Lewin, 1947, p. 151); in other words, the values and goals of not only the participants, but also the researchers themselves.

Many data collection instruments can be used—for example progress tests, field notes, diaries, questionnaires, interviews, introspection, peer observation, and recording lessons (Field, 1997, p. 192). Creswell (2002) suggests brainstorming and deciding which types of data can be collected and which would shed light on the research questions.

**Issues and concerns.** One issue that concerns action research practitioners is the dissemination of action research results. How are the results of problem solving or theory creation to be actually acted on, and not be published or presented and then forgotten? In other words, how is the action in action research to be accomplished? A second issue is whether ARD is primarily research or primarily reflection? Wallace (1998, p. 17) says that ARD is a form of structured reflection, and that while it is true that for reflection to have value it must be valid, the process of the research is more important than the product. Process seems to emphasize development, either personal or professional, while product seems to emphasize knowledge and its use.

A third issue is, to the extent that ARD is research, how good is it? In one sense this is a silly question because there is a lot of poor research produced through other research designs. But in another sense, it is a relevant question because of the way some researchers describe ARD. For example, Patton (1990, p. 157) says that because ARD is specific to a situation, the research methods may be less systematic and more informal. “Less systematic” and “more informal” might be taken as code words for less than rigorous research. Other researchers stress that the results of ARD are not generalizable.
beyond the situation in which they were generated (Nunan, 1992, p. 19). Ellis, (1997) says when ARD is local and no generalization is attempted, there is no need to conform to the objectives and methods of proper research. Crooks (1993) argues that within ARD, it is less necessary to attend to reliability and validity or to academic style. This view can be contrasted with that of Brumfit and Mitchell (1990) who point out that “[T]here is no good argument for action research producing less care and rigor unless it is less concerned with clear understanding, which it is not” (p. 9). However, Ellis (1997, p. 87) concludes that if teachers use ARD to develop awareness, then process is more important. On the other hand, if teachers use ARD for curriculum development, then product is important and reliability and validity need to be established, although there is no need to attend to generalizability of findings.

Further Reading


Some texts, however, are devoted entirely to ARD. Collaborative Action Research for English Language teachers, by Anne Burns (1999), is 254 pages and emphasizes how teachers can work together; it is also rich in reports of teacher experience. Introduction to Action Research: Social Research for Social Change, by Greenwood and Levin (2007), has 300 pages. The authors are an American academic and a Norwegian engineer, and covers ARD from multiple points of view including academic and industrial. It includes chapters on the history of ARD as well as the epistemological basis of ARD. All You Need to Know about Action Research is by two researchers from the United Kingdom, Jean McNiff and Jack Whitehead (2006). This book has an extensive reference section and a glossary. Despite its practical-sounding title, this book is more philosophical and theoretical in a helpful way;
there are chapters on the assumptions of action research (chapter three) and the history of action research (chapter four). *Action Research: Teachers as Researchers in the Classroom*, by Craig Mertler (2006), is directed at K-12 teachers. With nine chapters and 251 pages, Mertler discusses many steps at the basic level, defines many terms, and lists web sites. His literature base, that is, the number of works he consulted, however, is small. *Action Research* (3rd ed.) by Australian researcher Ernest Stringer (2007) has 277 pages and nine chapters including ones on getting started and the role of theory in ARD. The approach of this text defines the role of the researcher not as an expert who does research, but rather to be a facilitator who helps others define their problem and work toward solutions. *Action Research for Language Teachers*, by Michael Wallace (1998), has ten chapters and 273 pages. This text is written for language teachers and has helpful chapters on thinking about ARD (chapter one) and how to get started (chapter two).

**Discussion Questions**

Write down any questions you have about ARD.

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

**Reflection on Action Research Design**

1. What is the attraction of action research design for classroom teachers in general and/or you in particular?

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

2. What problems or issues would you anticipate in using this design?
Task 1

Find a published research article that either explicitly states that the researcher used an action research design, or an article that the researcher that did not explicitly state this, but you believe used an action research design. Copy or download the article, answer the following questions, and bring the article and your answers to class.

1. State the title of the article, author, year and the name of the journal.
2. How does the author tell you that the research is ARD?
3. Does the author(s) state the purpose of the research? Are there research questions?
4. In your opinion, is this actually an example of ARD? What actions taken in the article communicate to you that ARD was the model?
5. Were you convinced? Do you accept the conclusions of the author or authors?
6. Can all or part of this paper serve as a model for your research?

Task 2

To get started, consider a class, real or imaginary, you have taught, are teaching, or might teach. What is a problem or problems that you are aware of?
Task 3

Define the problem mentioned in Task 2 in terms of situation, ethical norm, possible solution, and a block to that solution.
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Introduction to Data Collection Instruments (DCI)

The importance of data

Data is the lifeblood of research. Data connects theory (ideas about the world) to practice (actions in the world). Without data, we have to take the researcher’s word for whatever claims she is making. Data allows us to look over the researcher’s shoulder and see what she saw. Data is what makes research empirical, and empirical research is highly valued because it represents something in addition to our opinions.

What is a Data Collection Instrument?

Although data is the plural form and datum is the singular, I will follow the practice of Brown (2001) in his use of the word data for both singular and plural meanings. Examples of data collection instruments include questionnaires, various types of tests, observation schemes, and transcription protocols for speech samples. In general, a data collection instrument or DCI can be defined as the means, either physical or nonphysical, by which data is produced. More specifically, a DCI can be defined as the means (physical or
nonphysical) of producing quantitative or qualitative data to be analyzed and interpreted. This process requires some kind of validation evidence that the data is sufficiently related to the construct of interest. Figure 1 illustrates this definition beginning with the right arrow pointing at produces data. The purpose of any DCI is to produce data measuring a construct. The data must be analyzed and interpreted, and the resulting interpretation then requires some kind of validation evidence.

Reflecting on the definition of a DCI, physical could take the form of printed words (a test, a questionnaire); nonphysical could be a procedure in a TREE’s mind (such as an interview protocol). Data can be quantitative, referring to numbers (for example, test scores) or qualitative, using words (for example, observation notes). Any DCI can produce quantitative or qualitative data. For example, a questionnaire is capable of producing numbers by the use of closed-ended items such as rating scales, or words by the use of open-ended items, such as questions, such as, questions of opinion. Raw data, in and of itself, is useless; it must be analyzed and interpreted for it to be valuable for research purposes. Analysis refers to the process by which a
large amount of raw data is reduced; interpreted refers to the assigning of meaning to the reduced data. Validation is an argument by which evidence shows that the analyzed interpretation based on data is to some extent reflecting the construct.

Examples of data collection instruments

Here are some popular DCIs, along with a reference to a source that discusses the DCI, and a short description.

- **Conversation transcriptions** (Tuckman, 1999, p. 412) are the written form of a spoken conversation. The conversation is written in an attempt to show the aspects of what was said, so that what was said can be analyzed and studied. Various linguistic analytical categories are used such as length of pauses, number of words, types of words, and back-channeling.

- **Criterion-Referenced tests** (Brown & Hudson, 2002; West, 1994, p. 8) are typically teacher-made tests that measure mastery of specific material. Examples of criterion-referenced tests are weekly quizzes, midterms, and final examinations.

- **Delphi technique** (Brown, 1995b, p. 49), is a protocol used when expert participants can’t meet face to face, but want to reach a consensus. Questions are sent to the first person with a request for an answer and an explanation. The first person’s comments are sent to the second person with a request not only for an answer, but also comments on the first person’s comments. This is called a round and continues until all persons on the list have seen all the other person’s comments. The round two begins and continues until a consensus has been reached. A Delphi study may use only written input such as a questionnaire or a combination of written and interview data.

- **Diaries or journals** (McDonough & McDonough, 1997; West, 1994, p. 8) also known as logs or letters are usually written
by participants in a study to record data, thoughts, ideas, and feelings about teaching or learning.

- **Documents** (Yin, 2003) are written instruments sometimes prepared by a school or organization, for example syllabus, schedule, minutes of meetings, letters, email, evaluation reports. Sometimes documents are prepared by outside agencies, for example newspapers, magazine articles, pamphlets that contain institutional purpose, goals, and direction.

- **Interviews** (Griffée, 2005; Kvale, 1996; Tuckman, 1999, p. 403; West, 1994, p. 7) are usually one-to-one face-to-face meetings in which the data gatherer asks questions to the person being interviewed.

- **Observation** (West (1994, p. 7) is the act of looking at something and recording the results in a way that produces data which can be analyzed and interpreted.

- **Performance tests** (McNamara, 1997) are tests which judge actual experiences of persons doing tasks that they are likely to do in real life.

- **Placement tests** (Brown, 1996) can be paper or computer tests that assign the test-taker a proficiency score. The test result, perhaps with other data, is used to assign the candidate to a program level matching their proficiency.

- **Questionnaires** (West, 1994, p. 7) are often paper or computer based instruments asking respondents for their opinion, as opposed to measuring learning.

- **Text analysis** (Connor, 1994; Swales, 1994, 2004) is the analysis of certain genres or types of text to enable students to understand how the text works. For example, Swales analyzed the genre of research papers, especially introductions to research papers, and found that there was a three-step process.
A data collection instrument measures a construct

A DCI produces data that is the manifestation of a construct. A construct, according to Richards, Platt, and Platt, (1992, p. 80) is a concept that is inferred, based on observable phenomena. A construct can help in the analysis and understanding of events and phenomena. In other words, the construct is what the TREE tries to measure, and the data collection instrument is the means of doing so. Although a DCI collects the observable phenomena or data, a DCI is attempting to measure a construct. Therefore, a TREE must identify and define the construct by means of theory if available, or his/her own definition if theory is not available.

A data collection instrument produces data

Data in various sciences can come from almost anything including collections of plants, pictures from a telescope, or recorded sounds. In language research, for example applied linguistics, educational linguistics, or second language acquisition, the data we gather tends to be numbers or words. As previously mentioned, numbers are quantitative data and words are qualitative data.

Test scores are an example of quantitative data. These scores, called raw data, can be reduced to categories such as averages or means and interpreted as an indicator of proficiency (the construct) or as the level of mastery of certain area of knowledge such as a chapter of a textbook or unit of a course (the domain).

An example of qualitative data collection might be interviews from members of language class. The data might take the form of notes or very complete transcription of the interview (again, raw data), which must be analyzed.

Quantitative and qualitative data

In the 1980s, there was a long and often bitter debate over which type of data was superior. Some argued that quantitative data or
numbers was superior because numbers were “hard” and “objective” while others argued that qualitative data or words was superior because words were descriptive and thus more basic. This position is now rejected (Fetterman, 1988) in favor of an understanding that data is only as good as the construct on which the data is based (Perry, 2011, p. 159). You may use any design and any relevant data within that design.

Data must be analyzed and interpreted

Data does not speak for itself. Picture walking down the hall of your school and meeting a colleague. You say “hello” and he starts reciting lists of numbers. After a few minutes, your colleague stops saying numbers and continued on his (or her) way. What would you make of this? Possibly your colleague is delusional, suffering from a brain abnormality in which numbers are substituted for words, or perhaps your colleague is playing a joke on you. Either way, the numbers by themselves do not make sense. That is because data does not make sense by itself; data only makes sense in the context of a research design, theory, purpose, and research questions. We need to know what the data means, and the data by itself can’t tell us, only a meaningful context in which we can interpret the data can tell us.

A data collection instrument must be validated

It is important that we do not automatically trust data. We should ask where it came from, how it was collected, and who collected it. We should also ask to see the instrument or instruments that collected it. There should also be questions about the data’s reliability, how this reliability was determined, and especially how the conclusions were validated. We should not accept the results of one study as final no matter how convincing the data may be (Campbell, 1969). If the results of the study are replicated over a period of time and many studies show the same result, perhaps you could begin to think that the conclusions have merit. In other words, be skeptical about data and data collection instruments. All instruments must be
validated. (Actually, this is not correct. It is not the instrument that must be validated; rather, it is the interpretation that must be validated.) Although validation is considered a unitary process, it is often discussed under two rubrics: reliability and validity. The process of demonstrating that the raw data is somewhat consistent from one data collection episode to another is called reliability. The argument that there is a fairly strong connection between the interpretation and the construct is called validation.

Research designs and data collection instruments

Using the human body as a metaphor, design is to skeleton as data is to flesh. To refer to design as the skeleton of any research paper refers to the ability of the design to determine the shape of the research process. Shape means how various parts of the research and the resulting research article are arranged, and how they relate to each other. For example, if a TREE elects to use some variation of the experimental design, then we can expect the object of interested to be identified as variables, and we can expect to see those variables measured in some way. To refer to data as the flesh of a research paper refers to the ability of data to determine the appearance of the research report. Appearance refers to the way in which the data is collected, analyzed, and interpreted. For example, in some designs, statistics are used because that design is closely associated with sets of quantitative data as compared to each other. Thus, just as the flesh interacts with the skeleton, data interacts with design to form typical or characteristic contours. This is why people often use the phrase, skin and bones; they go together. It is hard to imagine a person with skin but no bones, or bones with no skin. Considering this metaphor, we can see why research papers that use the same design tend to resemble each other.

Designs themselves are usually not seen and seldom cited, but data collection instruments and the data they produce are very visible. When we read a research paper in a journal, the data captures our attention. One result of this imbalance of awareness between design and data is that design tends to be ignored and data emphasized.
This may be why data collection instruments are sometimes substituted for design. By substituted I mean that one can read articles and book chapters in which design and a data collection instrument are used interchangeably, for example survey (a design) and questionnaire (a data collection instrument).

Data has to be collected, analyzed, and interpreted. Designs, on the other hand, are identified and implemented. If we overemphasize data and underemphasize design in a research project, we run the risk of collecting our data without being informed by the insights the design offers. For example, if we use a questionnaire as a primary data collection instrument without first thinking about survey design, we might jump into administrating the questionnaire without thinking about the type of sampling we want to do and to what population it will or will not generalize. Doing these things after we have collected the data is often too late.

Language teachers generally feel more at home with data and less at home with design. This is true for several reasons. First, as consumers of research we are accustomed to seeing data and data instruments. Over the years, we have become familiar with data collection instruments such as questionnaires and interviews. Another reason we feel more at home with data than design is that we have more often read and taken courses on DCIs than on designs. As a result, data seems up clear and obvious while design seems hidden and difficult to understand.

There is a tendency to link or associate certain data collection instruments with certain research designs. Thus, questionnaires are associated with survey design to the point that the terms are sometimes used interchangeably. Similarly, observation is associated with case study design and tests are closely associated with experimental design. A working tenet of this text is that while recognizing the historical relationship between certain instruments and designs, any number of data collection instruments can be used to implement any research design.
Triangulation of data

*Triangulation* is generally defined as a combination of methodologies in the study of the same program (Patton, 1990, p. 187). Researchers use triangulation to validate data collection instruments and meet the charge of subjective bias from single-methods or single-observer studies (Allwright & Bailey, 1991, p. 73; Jick, 1979; Lancy, 1992; Sechrest & Sidani, 1995; van Lier, 1988, p. 13). Patton (1990) summarizes triangulation by saying:

There are basically four kinds of triangulation that contribute to verification and validation of qualitative analysis: (1) checking out the consistency of findings generated by different data-collection methods, that is methods triangulation; (2) checking out the consistency of different data sources within the same method, that is, triangulation of sources; (3) using multiple analysts to review findings, that is, analyst triangulation; and (4) using multiple perspectives or theories to interpret the data, that is, theory/perspective triangulation. (p. 464)

The basis for the triangulation metaphor comes from navigation. To understand the navigational metaphor, imagine you are in your boat on a lake, and would like to know exactly where you are. You see the old church spire on the hill in one direction, take a measurement, and draw a line on your map. You next see the town water tower in the other direction, take a measurement, and draw a line. Where the lines cross on your map is your location. Inherent in this metaphor is the idea that the points of triangulation (the old church spire and the water tower) really exist, and that they are independent of each other.

Triangulation is, however, a metaphor with problems. Various researchers have accepted or rejected the concept of triangulation for various reasons. I will examine three positions taken towards triangulation, two that reject it and one that accepts it. The rejection of the triangulation metaphor by Guba and Lincoln (1989) is on ideological grounds; its rejection by McFee (1992) is on logical grounds;
and its acceptance by Patton (1990) is on pragmatic grounds. After a brief discussion, I will offer my conclusion on an understanding of the triangulation metaphor.

Two arguments against triangulation

Guba and Lincoln (1989) reject triangulation as a credibility check because “triangulation itself carries too positivist an implication, to wit, that there exist unchanging phenomena so that triangulation can logically be a check” (p. 240). The objection is the assumption that the reference points really exist. Their point is that a type of data does not have the independent existence that, for example, the water tower in the previous example does.

Discussing the navigation metaphor of triangulation, McFee (1992) argues that triangulation is not a useful way of thinking about research. Limiting his discussion to the first type of triangulation mentioned above (i.e., methods triangulation), McFee argues that if one thinks about triangulation between methods, one assumes that both methods investigate the same thing. This is problematic because it is not clear that theoretical perspectives can be integrated. If one is thinking about triangulation within methods, one can be sure that the methods describe the same thing, but how can one be sure one has independent viewpoints? Lynch (1996, p. 60) summarizes McFee’s argument by saying that if students, teachers, and researchers all agree; there are no different reference points to triangulate. If they disagree, there is no principled way to decide which position to accept.

One argument for triangulation

Patton (1990, p. 193) argues that purity of method is less important than the search for relevant and useful information. Against the argument that one cannot mix methods, that is, the researcher cannot test predetermined hypotheses and still remain open to whatever emerges from open-ended phenomenological observation, Patton (1990) responds that, “in practice, human reasoning is sufficiently
complex and flexible that it is possible to research predetermined questions and test hypotheses about certain aspects of a program while being quite open and naturalistic in pursuing other aspects of a program” (p. 194).

What is one to think?

Essentially, the argument is over and triangulation won. I agree with Dörnyei (2007) that triangulation gave rise to the fascination with mixed methods. I would also argue that triangulation is desirable, at least at the level of data collection.
Sound questionnaire construction is a highly developed art form within the structure of scientific inquiry. (Rea & Parker, 1992)

In this chapter, you will learn some key issues about questionnaires, and how to construct and validate a questionnaire for your class.

Introduction

Questionnaires are common in ordinary life. We often see them reported in newspapers and magazines and now we encounter them on the internet in which we are invited to “take this quiz” for the purpose of finding out if we are familiar with such things as the news events of the week, what famous people are doing, and what we and others think about world events.

Questionnaires as data gathering instruments are popular research instruments in many fields including communication, education, psychology, and sociology. In applied linguistics, questionnaires are used not only for primary research, but also to supplement other kinds of research interest. For example, Lumley and Brown (2005)
note the use of questionnaires in language testing research to gather background data on test candidates, to supply data for needs analysis, to support the development of tests for special purposes, to evaluate tests once they have been developed, and to provide information for test validation. Tymms (2012) describes four purposes for questionnaires. First is exploratory when the researcher is not sure about how to begin and wants additional information. Second is describing a population. The researcher creates and administers a questionnaire to a sample of the population of interest to discern a deeper background on issues the researcher considers important. For example, an election poll is for this purpose. Third is as part of a data collection package of an Experimental Research Design to gather data on the extent to which the experiment succeeded. Fourth is as a feedback device for a formative evaluation when one wants to know how a course is going and what could be done to improve it while the course is happening.

However, when it comes to designing and validating questionnaires as research instruments, many TREEs are not as familiar with the procedures and techniques as they should be. How does one start to make a questionnaire? Is it allowable to use a questionnaire designed and used by another researcher? Is a questionnaire the same as a survey, or is a survey different from a questionnaire? (In this text, a survey is considered a research design and a questionnaire is considered a data collection instrument. That means a questionnaire can be part of a survey, but a survey is not the same as a questionnaire). How does one check or validate a questionnaire? These questions and their subsequent answers are important for any TREE creating a questionnaire. This chapter raises important questions about questionnaire development, supplies some answers, and points the way to further reading and investigation.

What is a general description or definition of a questionnaire?

Even though almost everybody knows what a questionnaire is, it is still helpful to offer a definition. Gay and Airasian (2000) suggest a general definition of a questionnaire as several questions related to a
research topic (p. 281). Even this short and simple definition is helpful because it has a heuristic function. **Heuristic** is defined by Vogt (2005) in his dictionary of statistics and methodology as something that is generally instructive. Definitions, models, and theories are heuristic when they suggest relationships, issues, and questions that we might not otherwise have noticed or thought about.

In Figure 1 we can see an image of the definition by Gay and Airasian (2000). The definition is heuristic because by showing the relationship of the definition, namely several items related to a research topic, it causes us to wonder and raise questions such as: How many items might there be? How are the items related to each other? How are the items related to the topic? What is the research topic? Where did it come from? And finally, how does the topic relate to the research purpose?

**What form might a questionnaire take?**

There are two ways to discuss the form a questionnaire might take: administration and format. In terms of administration, a questionnaire might take the form a paper and pencil test, it might be administered on-line, it might be mailed to participants, or it might be conducted over the telephone. This chapter will concentrate on a paper and pencil instrument aimed primarily at intact classes.

A second way to discuss a questionnaire’s form is to think about its
format, that is, the physical layout on a page. Consider a pencil-and-paper questionnaire you might administer to your class. Typically, a questionnaire is formatted into three parts: 1) **demographics**, 2) **closed-ended items**, and 3) **open-ended items**.

The demographics section includes information about the questionnaire itself and information about the respondents. The purpose of providing information about the questionnaire is to identify it as a research document. Examples might include the name of the questionnaire, the version and date, and the date of administration. The second part of a questionnaire typically comprises a series of closed-ended items. The purpose of including closed-ended items is to provide quantifiable data about the construct of interest. A closed-ended item either asks the questionnaire-taker, called a **respondent**, to make a choice between two options or asks the respondent to choose an option that in some way produces a number. As a result, closed-ended items are often easier and faster to answer than open-ended items. Examples might include true-false and Likert scale items. Questionnaires often end with open-ended items asking for respondent opinions in their own words. Examples of open-ended items are short answers and sentence completion items.
What are the advantages of questionnaires?

Listing some of the advantages (and next, some of the disadvantages) of using questionnaires is not for the purpose of recruiting a questionnaire fan club, nor to discouraging the use of questionnaire data. Rather, the purpose is to alert you to situations in which a questionnaire is appropriate or inappropriate, and to point out possible problems. Each advantage contains a disadvantage.

First, data from questionnaires is self-report data. A questionnaire is an appropriate instrument for collecting data on what your students think or believe about certain issues. For this reason, a questionnaire is a standard data-gathering instrument for a needs analysis (Creswell, 2002, p. 421). But self-report data also means that respondents are reporting information, opinions, and action based on what they think, believe, or recall from previous experience. If we want to know what people actually do, observation is a better form of data collection.

Second, a questionnaire is a very convenient instrument because a substantial amount of data can be gathered from a group of participants in a fairly short period of time.

Third, Creswell (2002) points out that since a questionnaire does not require the respondent’s name, class members can respond to questionnaires anonymously, which might reduce the teacher influence that would be present, for instance, in an interview, where the respondent would be known.

Fourth, a questionnaire can be used to survey an entire class, group of classes, or large groups of people. If an intact class participates, it is usually possible to secure a high response rate. The disadvantage of working with large groups, for example, all the writing teachers on your campus or all the writing teachers in your state, is there is typically a low response rate.

Fifth, questionnaires can be used to gather data from closed-ended items as well as data from open-ended items. Data from closed-ended items is fairly easy to collect and can be analyzed using a variety of
statistical procedures. Data from open-ended items is not as easy to analyze, but using these data is still an advantage because open-ended questions provides a fuller explanation than answers that are just numbers or true/false.

Sixth, questionnaires, once developed, can be used by other researchers in different situations if a questionnaire is believed to measure the same construct. However, if you use a questionnaire developed by another TREE, the questionnaire has to be piloted and locally validated in your situation because reliability and validity do not transfer to other populations.

Seventh, questionnaires are flexible instruments. This means that you can administer one to your class, mail it to a small group, a large group, or even administer it by telephone.

Eighth, questionnaires work well with other data collection instruments. This means they can be combined with other sources of data. For example, you can use a questionnaire to ask all members of a class if they do X, then interview selected persons to probe for details and examples of X, and then observe persons to see how or even if they are actually doing X. This process of collecting various forms of data is form of triangulation, and can be used to describe or possibly even explain what we are researching.

What are the disadvantages?

As mentioned previously, a low response rate is the main hazard of questionnaire research. When reading research papers and journal articles reporting the results of questionnaire data, TREEs should always look for the reported response rate. A low response rate, say below 30%, is a warning flag that interpretations based on the data should be regarded as tentative.

Second, the conditions of self-administered questionnaires are hard to control. A self-administered questionnaire is when the questionnaire is mailed to participants at their homes or offices with a cover letter asking them to fill out the questionnaire and return it by mail. A
group-administered questionnaire, on the other hand, is a questionnaire administered to a group, such as a language class, by the person who designed the questionnaire. When self-administered, Brown (1997) points out three problems: a potential for a low return rate, the need for the questionnaire to be self-explanatory, and that questionnaire is completed at home or office under varying conditions unknown to the researcher. If, however, the questionnaire is group administered, all these disadvantages can be overcome. By administering the questionnaire to your own class, you can have a high return rate, can clarify questions raised by participants, and know the conditions under which the questionnaire was administered.

Third, another possible disadvantage is that, according to Creswell (2002): “Survey is self-reported information, reporting only what people think rather than what they do” (p. 421). This is of course true, and a good reason for having multiple sources of data in any study. If, as was mentioned earlier, we want to know what people actually do, observation may be a better form of data collection.

Fourth, data from questionnaires represents a data collection process that is “a mile wide and an inch deep”, as opposed to interview data which might be described as “an inch wide and a mile deep.” The way questionnaires are designed and administered means that usually a TREE can discuss what students answered, but can’t explain why persons answered as they did. For this reason, we should remember the warning from McKay (2006) that “Surveys can result in superficial or simple responses” (p. 36).

Fifth, along the same line, “Surveys do not control for many variables that might explain the relationship between the independent and dependent variables” (Creswell, 2002, p. 421). One of the implications of Creswell’s observation is that questionnaires do not manipulate anything; what you see is what you get.

Sixth, interpretations based on questionnaire data may not be reliable when used to gather information on actions taken (see the discussion “Do respondents tell the truth?”), but may be more reliable when gathering data on impressions, feelings, or likes and dislikes.
Seventh, a group of disadvantages surrounds the fact that questionnaires are not easy to make, but easy to abuse and misuse. As with any data collection instrument, questionnaire development involves a theoretical construct that must be identified, defined, and described. And like any test, a questionnaire has to be locally validated every time it’s used. *Local validation* means that even though questionnaire validation information was provided when it was constructed, and even though validation information was provided when it was used previously, current validation information is still necessary. Strictly speaking, this is not an advantage or a disadvantage, but it does mean additional work. Every time a questionnaire is administered, validation information (including reliability) has to be provided. For example, we do not know that this year’s students are the same as last years, or that the Monday class responds the same as the Tuesday class. One reasons for this is that validity does not belong to the questionnaire instrument itself, but to the interpretation based on the data derived from the instrument.

**What are some key issues to consider?**

Consider this imaginary but familiar scene: Courtney, an enthusiastic ESL teacher, had a concern over the weekend about her Monday class, and she wanted to quiz her students to find out what they think about it. She wanted to know if they were reading the class textbook and the extent to which they were understanding it. Late Sunday night she sat at her kitchen table with a piece of paper and a pencil and jotted down some questions. Monday morning, she entered the questionnaire items into her computer at school and printed them out. That afternoon she administered her questionnaire, and by the end of the week she announced her “results” which impressed her colleagues because not many teachers go to the trouble of making, administrating, and analyzing the results of a questionnaire. Several of her colleagues even suggested that based on the questionnaire, Courtney should submit a proposal to the next language teaching conference.

What is wrong with Courtney’s questionnaire instrument and her
results? What Courtney wrote was a series of somewhat related questionnaire items. However, she has no clear idea how her items relate to each other because she has no clear idea of what they are claiming to measure.

Maybe I am overstating the problem. She does, in fact, have an idea of what she is doing, or else why would she have done it? But the clarity she has about what she is attempting to measure is not clear to others. For example, although Courtney does not know this, at least one of her items was interpreted by some of her students to be asking if they read the textbook, and some of her students interpreted the same item to be asking if they liked the textbook. As a result, what Courtney thinks are the results of her questionnaire are seriously misleading, and the problem is that Courtney is completely unaware of this discrepancy.

Following are some of the issues Courtney could have, and in some cases definitely should have addressed in her questionnaire preparation, design, and analysis. In some cases, they are described in detail; in other cases, they are described only briefly because they will be discussed more fully in the section titled How can I make my own questionnaire?

1. **Construct Identified.** A questionnaire attempts to measure a construct (Pedhazur & Schmelkin, 1991). A construct or a concept is a theoretical entity, but it has certain indicators. For example, language teachers are interested in constructs such as *motivation* and *student’s attitudes toward reading*. The construct the questionnaire purports to measure must be identified so readers can understand the purpose of the questionnaire. To put it another way, how can Courtney write items for a questionnaire if she is not clear about the purpose of the questionnaire (what the questionnaire is supposed to measure)? Imagine you were planning to take a trip, a friend asked you where you were going, and you replied that you didn’t know. If they didn’t know, how would they plan for the trip, and how would you know when you had arrived? Of course, in our life we sometimes do just wander around and find interesting places, but this is
not very efficient in conducting research, especially if we have to explain our procedures to others.

2. **Construct sampled adequately.** Construct identification is related to data analysis and item writing. The issue is that all aspects of the defined construct must be represented in the questionnaire. Suppose that the construct is defined and represented by a model as having four parts. That would mean that all four parts of the model must be represented by an item or several items. If this is not done, then there is the possibility that one or more parts of the construct will not be measured.

3. **Cross-sectional or longitudinal.** Cross-sectional means the questionnaire is administered only once. Longitudinal means the questionnaire was administered at least a second time, and perhaps more often than that. Longitudinal research studies are especially helpful in follow up investigations asking if certain situations are still the same months, or even years, later.

4. **Closed-items and open-items.** As mentioned earlier, a closed-ended questionnaire item is one that gives a respondent only limited options. Examples of this are yes-no questions, with the words yes and no (or true and false) printed with instructions to circle the best answer. Another example is the Likert scale. For this, typically, a statement is made with the numbers one through five labeled *strongly disagree, disagree, not sure, agree, and strongly agree*. Respondents are requested to circle the number that corresponds with their opinion. Figure 3 is an example of a Likert scale question.

![Teachers would benefit if they did research](image)

Figure 3. A sample Likert scale

An open questionnaire item is an item that requests the respondent to fill in a blank space or at least write something, usually expressing
an opinion about a topic in direct response to a question. Questionnaire designers must decide which type of items to include. Figure 4 is an example of an open-ended item:

In what ways do you think teachers would benefit from doing research?

Write your answer below.

Figure 4. A sample open-ended question

Closed and open items complement each other; the advantage of one is the disadvantage of the other. Closed items restrict answers, but that is their advantage, especially when it comes to data analysis. Open items are less restrictive, but harder to code and analyze. Since Courtney, the teacher mentioned earlier, wants the opinion of her class on a curriculum idea, it would probably be a good idea to include both types of items in her questionnaire.

5. Rating scales. (or Response format) Rating scales are used to request information on a closed item. In the example used in the previous discussion of closed and open items just above, the scale is a Likert scale, no doubt one of the most popular scales currently used. Other scales include semantic differential scales, and true-false items. See Brown (2001) for a discussion of various scales.

6. Length of Questionnaire (how many items?). A questionnaire with many items means it is longer and takes more time to answer. The dilemma is that too many items, respondents may not finish or get tired of answering questions. However, if there are too few items, we may miss getting responses about crucial issues. For a questionnaire designer such as Courtney, each item may be important, for a variety of reasons. However, for the respondent, in this case her students, some questions may be interesting because they concern
their class, but other items may be uninteresting, or students may not understand why they are being asked certain questions. We must always keep in mind that our respondents are doing us a favor by answering our items. Maybe Courtney’s students feel they do not have a choice but to answer the questions because of their fondness for their teacher or their feeling they must accept her authority. But data gathered under conditions of boredom, fatigue, or even annoyance becomes unreliable data. Dörnyei (2003) addresses this issue and concludes that the maximum length of a questionnaire should be three to four pages, taking no longer than 30 minutes to answer. For use in a class, my personal preference for questionnaire length is a maximum of 24 items and two pages, but one page is better. Courtney may have to think about this issue of questionnaire length.

7. Piloting. All data collection instruments, including questionnaires, must be piloted since the creator can’t be sure how the respondents will interpret them. It might be helpful to do several pilot studies, each more complicated and thorough than the next. The first pilot could consist of only three or four students, who are reasonably articulate and willing to help, and who are in circumstances similar to those the target respondents will be in (Gay & Airasian, 2000). For example, suppose you are investigating high school sophomores and juniors who came to this country as children and were educated in U.S. schools. These students are described by Harklau, Losey, and Siegal (1999) as Generation 1.5, since they have language abilities somewhere between first and second-generation immigrants. You might ask some of these students to read your questionnaire, comment on the items, explain what they think the items mean, and explain how they would answer. Their answers might provide insight into how the items are working, and might assist you in revising all or some of the items. A second pilot study might include the whole class, using the results to analyze, revise, or eliminate items. A third pilot might include several classes, and so forth.

8. Return Rate. Return rate can be defined as the number of questionnaires the TREE receives with adequate data to analyze. Return rate is the weakness of survey design, at least in part because the
TREE has little or no control over who answers and returns the questionnaire instrument. Brown (2001, p. 86) offers eight guidelines for increasing the return rate of a mail survey questionnaire:

1. Use a cover letter
2. Keep the questionnaire short
3. Offer an incentive
4. Supply return postage
5. Include a self-addressed envelope
6. Put the address on the questionnaire
7. Use follow-up letters or phone calls
8. Time the mailings carefully

Of course, Courtney does not have to worry about return rate if all she is only surveying her class. The problem with low return rate is that only the actually returned questionnaires can be counted as the sample—see Survey Research Design. Low return rate results in low reliability and low generalizability.

9. Reliability and validity. An important concern, perhaps the most important concern in any data collection instrument, is how evidence of reliability and validity will be provided. Questionnaire validity concerns the relationship of the construct (what Courtney says is being measured) and the items that measure the construct (what Courtney is actually measuring). Validation is any evidence that the items are measuring the construct. Reliability is the ability of a questionnaire to produce fairly stable results. These are important issues no matter whether the data being gathered is quantitative (numbers) or qualitative (words). We suspect that Courtney is unaware of these issues, and did not consider them in her questionnaire development.

10. Respondents described. When discussing survey research design, one has to make clear what (or whom) one is surveying. Almost anything can be surveyed including abandoned cars, the number of computers in a school, students, teachers, schools, books in a library, in fact anything you can think of. Assuming one is surveying people, which in Courtney’s case would be her students,
the total of all of the students she is interested in (would like to generalize her findings to) is called a population and the individual students are referred to as units of analysis. In the case of a questionnaire, one is restricted to people who are called respondents. Respondents are described in terms of how the population is defined. In other words, if the population is hypothesized as being composed of certain language groups, then respondents have to be described in terms of those language groups. Respondents have to be described so readers are convinced that participants selected have the same characteristics as the population of interest. If the questionnaire is being used in a survey, then it is also necessary to know how the respondents are selected.

The problem with the way Courtney conducted her questionnaire research is that she did not situate it in a research design, for example a survey research design. In the case of SRD, by not taking the survey research design into account, she did not consider design features such as population identification, probability sampling, and generalizability. If Courtney wants to use her questionnaire in another research design, she still has to consider the requirements and considerations imposed by that design. In her present situation, Courtney, by failing to designate the research design she wants to use, has conducted a questionnaire in isolation resulting in isolated data which renders it difficult to situate and thus difficult to interpret.

11. Translation of questionnaire from TREE’s L1 to student’s L1. Some TEEs, especially those teaching in a foreign language situation, may wish to translate their questionnaire into their students’ language. Many believe that answering questionnaire items in one’s native language (L1) is less prone to misunderstanding than answering the same items in the language being studied (L2), in which respondents may have limited proficiency. I have argued (Griffee, 1999) that if teachers using a questionnaire as a data collection instrument have the questionnaire items translated from one language (for example, English) into another language (for example, Japanese); they cannot assume that the translated items are valid.
simply because they were translated. Valid in this situation means the items would be understood by the Japanese students in a way similar to the way intended by the questionnaire maker. Even if the original English questionnaire items in English were validated, this does not mean the Japanese questions have the same characteristics. Validity is context specific; it is not an abstract notion that transfers from one instrument to another. In other words, I argue against the assumption that a questionnaire written in one language and then translated into another language results is an equivalent instrument. Not only must the original questionnaire items be validated, but the translated items must also be validated. This is because we are often deluded into believing that since we created the items on the questionnaire and understand the meaning and intention of those items, the respondents also understand the meaning and intention of the items we assume that the persons taking our questionnaire also understand the meaning and intention of the items. To the extent that this is the case, then to that extent the items are valid, and the interpretation of the results is based on solid ground. But it is possible—indeed, probable—that some students have an understanding of certain items that is different from ours.

But aren’t documents, including whole books, translated and accepted as translations? Many societies acknowledge, and in some cases, revere certain translated documents. Without translation, Christians would not have access to their scriptures and the world would be without the wisdom supplied by classical thinkers such as Plato and Aristotle. In the modern era, bookstores regularly sell translated documents such as philosophical essays, novels, and poetry. Even here, however, things are not as obvious as they might first appear. Miller (1992) considers translation in the sense mentioned above, and discusses four problems encountered by virtually all translators:

1. The syntax of one language has no equivalent in another language.
2. Words in one language don’t have exact meanings in another language.
3. A word in one language has a spread of meanings that does not cover the spread of meanings in another language.

4. Words that can be used figuratively in one language cannot be used figuratively in another language.

Miller concludes:

Anyone who has translated will know the odd experience of being able to read and understand the original perfectly, as well as having native mastery of the target language, but of running constantly into unexpected and perhaps even insuperable difficulties in trying to turn the source text into the target language. The arrow keeps going awry and missing the target. (1992, p. 124)

Thinking more specifically about questionnaires, Widdows and Voller (1991) suggest the difficulty—if not impossibility—of a valid translation. They state, “It is interesting to note that certain concepts quite fundamental to current EFL methodology proved impossible to render into straightforward Japanese” (1991, p. 128). They add that another difficulty arises from Japanese cultural understanding of learning styles. One questionnaire item asked if the student learned better when the teacher took an interest in him or her as a person. The problem was with the word “interest” because they found “it was impossible to eradicate entirely the connotation of sexual interest in the Japanese version” (p. 128).

Yoshida (1990) conducted an experiment with second language learners (Japanese returnees who had lived in the U.S.A. for at least two years and had attended American schools). Thirty-five Japanese returnees were the experimental group, a group of 32 monolingual Japanese students in Japan were one control group, and a group of 21 monolingual American students in the U.S.A. made up another control group. All three groups were given a word association task consisting of words from nature, daily life, society, ideas, and culture. The control groups answered in their own language. The experimental group was asked to respond in Japanese to the Japanese words and in English to the English words. The two lists of words
were given in different order and a week apart. Yoshida compared the responses for each word, grouped the responses into semantic categories, and calculated the degree of agreement between the experimental group and each of the control groups. His analysis showed that for the society, ideas, and the culture categories, “the bilingual group responded quite differently depending on which language they were using” (Yoshida, 1990, p. 22). For example, in giving word associations with the word freedom the experimental group gave responses such as responsibility, myself, human beings, and independence, words that did not appear at all with the Japanese translation.

In another study, Sakamoto (1996) investigated Hyland’s (1994) use of translated questionnaire items, adapted from Reid’s (1987) learning style preferences questionnaire. Sakamoto’s students were two groups of Japanese women aged 20 to 22 years of age at Bunka Woman’s University in Tokyo. Hyland had Reid’s items translated from English to Japanese, and Sakamoto used these translated items —except that she retranslated four of the items she thought misleading. Sakamoto administered both the English items and the translated items to her students allowing time between administrations to reduce the possibility of a testing effect (students remembering answers from the first test administration). She then compared the answers on the two questionnaires to determine whether the students answered the Japanese version differently than the English version. She found that “about half of the 65 participants answered the same questionnaire statements differently in English and Japanese” (Sakamoto, 1996, p. 83). Sakamoto concludes:

Clearly, then, there were differences between the questionnaire results in English and Japanese. The high discrepancy in this study warns us that the researcher should not simply consider translation as the answer to help the respondent understand the questionnaire better. (1996, p. 87)

I am not arguing against translating questionnaire items; the evidence raises doubts that the items in L1 will be understood and
answered in the same way as the items in L2. I am, however, strongly arguing that a translated questionnaire constitutes a different instrument that, in turn, has to be subject to its own validation procedures. After piloting, analyzing, and revising items in the L2, a translated questionnaire can be administered and the results interpreted with a certain degree of confidence.

Another option would be to administer the questionnaire in L1 to students speaking a language other than the developer’s L1. There are at least two instances in which this may be necessary. One is when the questionnaire is administered to a linguistically heterogeneous group of respondents, that is, a group who do not speak the same language. This is a common situation in North American university classes. In this case, it may not be practical to create and validate multiple questionnaires in all the target languages. Another situation that might call for administering a questionnaire in a language not native to the respondents happens when a researcher visits the country of the L2 students. For example, a visiting American researcher goes to Spain for a short time and does not have time to translate, pilot, and analyze items to create a Spanish language translation.

Validation must be built into the design of the questionnaire from the very beginning (Luppescu & Day, 1990). We also know that piloting and analyzing data from the pilot must precede primary data collection. We also know that data resulting from questionnaires must be analyzed and reported. To this list, I add that we know that translation is not a short-cut validation solution. Translation results in a new document which itself must be piloted and analyzed.

12. Truthfulness of respondents. A final issue is whether people tell the truth when they fill out questionnaires. Don’t people sometimes, or maybe even often, lie? Of course, individual persons do lie, sometimes unknowingly and sometimes knowingly, especially if they have an interest in the outcome. The issue of questionnaire research, however, is more concerned with group tendencies rather than individual ones, as individual responses tend to tend to be “washed out” when taken as part of a group. The question then becomes, in
answering questionnaires, do groups of people whom you think have certain knowledge, systematically distort what they know to be true, or perhaps simply forget? If a group of math teachers are asked questions about their teaching style on one occasion, say for example how often they give lectures, how often they have student use calculators, and how often they have students work on individual projects, and the same teachers are asked the same questions on another occasion, would the results be consistent over the two occasions? That was the question Meyer (1999) asked, and he answered his question in three ways: a composite answer, individual answers, and what might be termed quality answers based on classroom observation. Specifically, the questionnaire he administered asked selected teachers how many minutes per week they used recommended practices in their math classes.

His first answer was based on a composite of all the questions asked. On the first administration of the questionnaire, teachers reported using the recommended practices 69% of the time, and on the second occasion, they reported using them 70% of the time. The correlation was .69 (p = .0013). His second answer was based on answers to several questions. Looking at answers to three of seven indicators, the mean scores for listening to lectures was 42.9 on the first occasion and 34.9 on the second occasion; using calculators in class was 94.0 and 87.3; and working on individual projects was 5.0 and 5.1. Expressed as correlations between the first and second administrations, listening to lectures was .12, using calculators was .66, and working on individual projects was .16. These low correlations show that the math teachers were not answering consistently. Taken as a whole, the teacher reports are reliable if by reliable we mean a high correlation between the first and second administration, in other words the teachers were answering consistently, but taken on specific issues they vary considerably. For the third answer, Meyer (1999) found some teachers reported that they did not use recommended procedures, and observation verified that was the case. However, in other cases he found teachers who indicated on their questionnaires that they were using recommended practices, but in fact were not confirmed through observation. Meyer (1999) reports
the case of “Ms. Weiss,” who reported that she discusses different ways to solve problems and solves problems with more than one correct answer. However, here is what Meyer (1999) observed when Ms. Weiss asked a student to explain his answer:

Ms. Weiss chose Carlos. Would she examine Carlos’s thought process? Would she help the class understand Carlos and in turn teach the class what was right or wrong in his thinking? Mr. Weiss’s questions never went that deep. She practically ignored Carlos’s response and just asked the class, “Does anyone disagree with Carlos or have a question about how he did it?” The class sat in silence for a moment before Ms. Weiss moved on to the next problem. (p. 42)

The questionnaire was successful at identifying opposites at each end of the spectrum, namely teachers who said they did and teachers who said they did not engage in certain practices, but the questionnaire was not always successful at identifying teachers who believed they were engaging in a certain practice, but in fact were not. Do respondents lie? Probably not, but their perceptions may be skewed which limits the faith we can put in questionnaire data.

**How can I make my own questionnaire?**

In Griffee (1997), I outline a 16-step process divided into five areas or stages: before writing, item writing, piloting, reliability determination, and validation evidence. An adaptation of this model can be used as a starting point in the questionnaire construction process. Creating a questionnaire might include Courtney’s “Sunday night quick-and-dirty kitchen table questionnaire” or something as elaborate as a doctoral research questionnaire. The following steps have to be viewed as general guidelines rather than specific steps because each step has to be evaluated and implemented in light of the particular context and circumstances of its situation. First, I will list the general area and the steps (numbered in parentheses) that might be included; second, I will suggest what Courtney might have done.

**Before writing.** In the first or before writing stage:
1. Define the construct, the concept you are investigating. If you are not clear what your construct is, one way to state the construct is to complete this statement: The purpose of this questionnaire is to gather information on __________. For many TREEs, a construct is a curious concept, and some suspect that constructs do not actually exist, or if they do they are not important. They are somewhat right about the first idea (constructs do not physically exist), but wrong about the second (they are not important). However, defining the construct is often easier said than done, and might be somewhat time consuming. This is why these steps are not sequential, that is, it’s rare to do one step, finish it, and then do the next. Several of these steps may happen simultaneously, or it may be more convenient to do them in a different order. You may finish a step, decide it is completed, only to find that you have to reconsider it in the light of additional experience and data. This is normal.

2. Investigate any theory that describes the construct of interest. This presupposes, of course, that such a theory or theories exist and that you can find them. If a theory describing your construct does not exist, spend time closely observing your situation and interviewing knowledgeable persons. In fact, Johnson (1993) recommends not attempting a questionnaire early in the research process before clarity on the construct has been obtained because broadly stated questionnaire items will not reveal much.

3. Review any previous questionnaires you can find which purport to measure the same or similar construct. Carefully examine the items in these questionnaires to see if there are any that might fit your purposes. You might also note if the questionnaire you found provides validation evidence and what type of reliability is given. Study how the evidence was gathered to determine if want to use similar data collection and analysis procedures. Is it possible to simply use the questionnaire you found as is? If so, consider yourself lucky, extremely lucky, and move directly to the pilot stage. But if
you use a previously published questionnaire, remember to supply full citation so you are not accused of plagiarism.

4. Decide on practical requirements for your questionnaire such as maximum number of items.

5. Decide on the type of data you want.

6. Brainstorm items from yourself, others, and the literature. This means: ask yourself what would be good questionnaire items.

7. Interview colleagues and students for items. This means ask your teacher friends for good questionnaire items. For students, it means ask advanced students to make a question that would measure your construct.

Consider this stage of questionnaire development from Courtney’s point of view. Courtney has an idea for a questionnaire. Maybe it’s to evaluate an innovation she wants to try or has tried in her class, maybe it’s to gather factual information about her students, or maybe she wants to know what problems her students have in her course and how they are dealing with them. Before Courtney sits down at her kitchen table and writes her items, she might first write down the purpose of the questionnaire. Of course, the purpose of any questionnaire is to measure the construct, which is another way of saying that the purpose of a questionnaire is to measure what it is designed to measure. Writing the purpose of her questionnaire would force Courtney to explicitly state what she wants to measure and perhaps clarify why she wants to measure it. Writing the purpose of her questionnaire would force Courtney to state explicitly what she wants to measure, and perhaps clarify why she wants to measure it. Then she could list areas that might be relevant to her purpose such as sources that she might read. In addition, she might ask herself the academic name of the construct she is interested in investigating: it is hard to investigate theory or review previous questionnaires if you don’t know what keywords are associated with the area of interest, as used by scholars in the field.

On another piece of paper, Courtney might want to list the names of people knowledgeable in her area of interest who might be able to
help her. She might locate a colleague who has previously created a questionnaire or who might be able to think of effective items. Another colleague might have ideas for questionnaire validation. Courtney can call this group of persons her “questionnaire committee.” This committee might not ever meet in the same room at the same time, but identifying them and thinking of them as a group will be a helpful resource for Courtney.

**Item writing.** In the second stage, the item writing stage:

1. Decide how many items you want, including subtest areas.
   Write more items than you need so you can eliminate items that don’t work.
2. Ask your colleagues for help in item writing, if possible.
3. Logically analyze the scoring procedures.
4. Ask expert judges and students to review items.

Courtney is now ready to write items. She will have two major problems; first she needs to be sure each item is related to what has been referred to by various terms as the research topic, the construct, or the thing she is trying to measure. Second, she needs to write clear and unambiguous items that can be understood by her students. Generally, short, clear items are better than long, complex items. One guideline for writing good items is to address only one issue per item. For example, the item “Do you believe in and approve of X?” includes two different issues. One can believe that people have the right to do something, for example, smoke cigarettes, but still not approve of this practice. This is a good time for Courtney to read about reliability and validity as well. Courtney can ask her friends to help her write items, especially if she can explain to them the purpose of the questionnaire.

“Logically analyze your scoring procedures” is a phrase from Pedhazur and Schmelkin (1991, p. 59) that means look critically at the relationship between the items and the construct, and determine whether the construct is adequately measured by the type of items she plans to use. For instance, if a Likert scale is used, do the Likert
scale items cover the full range of the construct, or are other types of items needed, for example, open ended or ranking items? After Courtney has a list of items, she can ask expert judges to review them. An expert judge is any person who is reasonably qualified to make a judgment on the relationship of an item to the construct. Other teachers can be expert judges. Suppose Courtney has a list of 12 possible items, and suppose she can find five expert judges. Courtney can make a form similar to the one in Figure 3.

<table>
<thead>
<tr>
<th>I would appreciate your help. I want to make a questionnaire. Below are the items I want to use. Do you think my items measure my construct, that is, what I want to measure.</th>
</tr>
</thead>
<tbody>
<tr>
<td>What I want to measure is … (insert your construct)</td>
</tr>
<tr>
<td>If you think there is a problem, make an X next to the item. We can talk about it later.</td>
</tr>
<tr>
<td>Item 1 (insert item one)</td>
</tr>
<tr>
<td>Item 2 (insert item two)</td>
</tr>
<tr>
<td>Item 3 (insert item three)</td>
</tr>
<tr>
<td>.</td>
</tr>
<tr>
<td>.</td>
</tr>
<tr>
<td>Item 12</td>
</tr>
</tbody>
</table>

Figure 5. Individual expert rater form

Courtney should organize all the expert results so she can understand their comments and opinions. Figure 6 shows the results of that process.
Figure 6 shows the results of what five expert judges had to say. Keep in mind that experts have personalities and backgrounds that reflect in their judgments. For example, Expert One is very critical and seems to approve of nothing. On the other hand, Expert Two is either very approving or not very critical. Variation in individual judges, their personality and degree of criticality is not the issue in this case. What makes a difference are the cumulative results. Item 4, and maybe Item 7, have been flagged by these experts, regardless of their background. Courtney needs to look seriously at these items to see why the experts object. Perhaps she can ask them how she could improve the items: should they be revised or cut altogether? As far as items two and three are concerned, Courtney will have to decide if two flags out of five warrants attention.

After Courtney reviews her items, either cutting or revising them, she can show them to students similar to the ones the questionnaire is designed for. She should make sure she checks with all types of students including the highest proficiency and the lowest. She should ask students, “Do you understand this question (or “item” as it is usually called because not all items are questions)?” She should also ask about specific vocabulary words and grammatical constructions and whether they are clear to the students. As I state in a 1997 publication, “It may be necessary to substitute easier vocabulary items or to paraphrase certain items, but a higher level of understanding on
the part of respondents will result in less guessing, which in turn will result in higher instrument reliability” (Griffee, 1997, p. 182).

The piloting. In the third stage:

1. Pilot the questionnaire.
2. Evaluate items.
3. For a professional quality research questionnaire, consider a second pilot. Professional quality means writing a thesis or dissertation, or aiming at publication in a well-respected journal.

Courtney is now ready to pilot her questionnaire, and she may wonder how many participants she needs for a pilot. One solution is to use her class, and maybe the class of a colleague if she wants a higher N-size. (Remember that N means number, and N-size means the number of students/participants/respondents in her study).

After gathering pilot data, Courtney has to decide how to evaluate her results. There is no prescribed “this-is-the-way-to-do-it” method or methods, but Courtney has resources to draw on. She found and read several studies that used questionnaires as data collection instruments; she can now read them, looking at how their pilot results were analyzed. She also formed a small committee to help her, and she can consult with them. If she has closed-ended items, here are two possible analysis strategies. The first is, before piloting, to arrange all or selected key items in pairs. In other words, write two versions of the same item, administer the questionnaire containing the two versions, and then correlate the answers to the two versions. If the correlation is high, she can argue that the items are working, and she can keep one or both for her final questionnaire. The term working in this situation means that her questionnaire respondents (her students in this case) are answering the two items in the same way. In other words, they understand the meaning to be about the same. A low correlation indicates that respondents think the two items (both written by Courtney and both intended to mean the same thing) are being understood as different. However, in research, every
solution often raises its own problem. If the solution is “high” correlation, the problem is, what does high mean? In the final analysis, Courtney along with her advisors, will have to decide what high means, but a typical guideline is that 0.3 is at the threshold, 0.5 or higher is adequate, and 0.7 or higher is high. The strength of each correlation will show the extent to which each item is contributing to the questionnaire. Items with low correlation are candidates for elimination. Reporting this process provides validation evidence. If this discussion of correlation doesn’t make sense to you, it is an indication that you need to find a statistical consultant, learn some statistics on your own, or enroll in a statistics class.

Constructing a questionnaire is often seen as one thing and validation as another, but this is not exactly the case. For example, Courtney pilots her questionnaire items in order to improve her items. This process can be seen as a validation effort. If Courtney decides to engage in research and use her questionnaire data, she can report pilot data as validation evidence.

In the fourth stage:

- Calculate reliability

And in the fifth stage:

- Explore additional avenues of validation.

If Courtney wants to generalize her findings, she should read the Chapter 3 on Survey Research Design because she will need probabilistic sampling to generalize her findings from her pilot to a population.

How is questionnaire data typically analyzed?

Demographic data typically consists of biographical data such as gender, major, first language, and so on. This type of data is often frequency data, and is tabulated so that the TREE can report, for example, the number of males and females, how many chemistry majors, and how many Chinese speakers.
Data from closed-ended items are usually drawn from a scale that quantifies the data. Depending on the scale used, the data can be frequency data (how many or how often), dichotomous data (true or false), ordinal data (ranking), or continuous data (from Likert scales, for example) often on a one to five scale. Numerical data can be analyzed statistically to show trends or patterns ranging from simple percentages, descriptive statistics including mean, standard deviation, median, mode, and range, to correlation, finally to even more sophisticated types of analyses such as factor analysis or multiple regressions.

Data from open-ended items is qualitative (words). McKay (2006) offers a five-step process to compiling and summarizing open-ended item data: First, transcribe the data, probably into a document for easy manipulation. Second, think about how you intend to use the data, and group them accordingly. For example, if you posed your open-ended items to investigate X, Y, and Z, then group your transcribed data responses into three groups named X, Y, and Z. Third, read your groups, looking for key ideas. Fourth, read your key ideas again to see if you can identify what McKay (2006) calls reoccurring themes. These themes are the way to summarize your data. Fifth, for each theme select a response that exemplifies the theme.

How can I calculate reliability?

As previously mentioned, estimating and reporting reliability for all data collection instruments including questionnaires is necessary. McKay (2006, p. 41) briefly describes three ways: test-retest, repeated forms, and internal consistency. Brown (2001) has a more extensive discussion of reliability including the formula for Cronbach alpha, the most common form of reliability reporting. Thompson (2003) has edited a book that includes sixteen articles on contemporary thinking on reliability.
How can I validate a questionnaire?

Luppescu and Day (1990) offer a compelling but cautionary tale on questionnaire validation. They wanted to investigate attitudes of teachers and students in Japan about teaching English. More specifically, they wanted to develop a questionnaire that would measure what teachers and students thought were critical factors in teaching and learning. The questionnaire was to be developed to allow teachers to give it to their students to see where they and their students agreed. The assumption was that areas of agreement between teachers and students would better facilitate teaching and learning. To create such a questionnaire, they set out to define the construct they termed *orientation*. Orientation was taken to mean one’s orientation to traditional teaching as opposed to a more contemporary understanding. To define orientation, they created a list of traditional teaching assumptions (e.g., L1 is the medium of instruction) and another list of contemporary teaching assumptions (e.g., L2 is the medium of instruction). They created a questionnaire of 77 items in 9 categories and administered it to 31 teachers and 84 high school and university students.

Luppescu and Day (1990) reasoned that the two lists would correlate negatively. That is, if a teacher or student agreed that the medium of instruction should be L2, they would naturally tend to disagree that the medium of instruction should be L1. They found that for the teachers this was true, but for the students, it was not. In other words, the questionnaire was valid for the teachers, but not for the students. What went wrong? In analyzing their results, they concluded that they planned their study without any concern for the validation of their construct. Luppescu and Day (1990) concluded that:

> The thrust of our questionnaire was unfocused, and could best be described as a ‘shotgun approach’: shoot at a wide array of targets and hope that you hit something. This seems to be a common approach to questionnaire based studies. (p. 131)
In Griffee (2001), I outline seven steps to questionnaire validation that can be used as a framework. First, state the purpose of your questionnaire. It is difficult to judge the validity of a questionnaire if readers do not know its purpose. Luppescu and Day (1990) seem to do this adequately. Next, describe the construct in as much detail as possible. In the case of Luppescu and Day (1990), their construct was “orientation”, and there seems to be some confusion as to whether they thought their construct was unidimensional or multidimensional. If your construct has more than one part or is multidimensional, define each part. Third, write items that reflect the construct. You should be able to directly relate each item to your construct. If the construct is multidimensional, say it has three parts, we would expect your questionnaire to have three parts called subtests, each directly matching a part in the questionnaire. On this issue, Luppescu and Day (1990) say that they failed, and they point to an item stating, “Having conversation in English with native speakers” as neither representing a traditional nor a contemporary belief. In fact, writing items that do not fit the construct is more usual than unusual. This is because when a TREE writes an item, the item is connected to the construct in the TREEs mind. It is only later when the passage of time has weakened the link between the item and mind, or when an external reviewer points out the lack of connection, that the TREE can perceive this disconnect. The process of asking a panel of external reviewers to judge items can be one part of the validation process to address these issues. Although they do not explicitly say so, apparently Luppescu and Day (1990) did not do this, and this lack is at least part of what they mean when they say that they did not validate their questionnaire. Fourth, pilot the questionnaire to see which items are working and which are not. Since Luppescu and Day (1990) did not discuss this, perhaps they did not pilot the questionnaire. Not piloting a questionnaire is a major validation omission because TREEs cannot understand how their respondents understand items until they are piloted and results are analyzed. That the items make sense to the TREE does not mean that they will make the same sense to questionnaire takers. One way the pilot can provide data that alert the questionnaire maker is
discussed next. Fifth, provide descriptive statistics and a reliability coefficient. If open-ended questions were used and qualitative data were collected, describe how the data were analyzed, and what kind of reliability was used. A low reliability coefficient in a subtest or for the overall questionnaire alerts the questionnaire maker that questionnaire takers are answering certain items in a random and haphazard way. Sixth, describe the questionnaire designer (yourself, others who had a hand in writing items), your target participants, and your relationship to each other. As I wrote in 2001:

> We would like to know the number of respondents, how they were selected, and enough description (e.g., age, gender, language proficiency, school affiliation, or other relevant categories) so that the reader can grasp who these people are. This is a necessary step because it goes to generalizability, the ability of the reader to interpret the results and apply those results to his or her own situation. (Griffie, 2001, p. 11)

During their post-validation analysis of their respondents, Luppescu and Day (1990) found the heart of their validation problem. The questionnaire was designed to measure student attitudes about pedagogical ideas or assumptions such as in which language should they study English, English their L2 or Japanese their L1. This presupposes, however, that the students had pedagogical ideas or assumptions about which they could have attitudes. What Luppescu and Day (1990) finally concluded was that the students, unlike the teachers, simply had no ideas or assumptions about language learning and teaching. Therefore, students answered all the items, both those aimed at a traditional understanding and those aimed at contemporary understanding, in a random, ad hoc fashion. The teachers had the construct, but the students did not. The moral of the story is: Don’t ask questions respondents cannot answer. To put it another way, don’t ask people questions about a construct they don’t have. The correct time to determine whether respondents have enough awareness of the construct to answer a questionnaire item is before the questionnaire is administered. The seventh and final step in ques-
tionnaire validation discussed here is to provide the actual question-naire instrument so readers can see and inspect the items, and perhaps use them for their research purposes.

Where can I read and find out more about questionnaires?

Griffee (1997) is a rather complete journal article on validating a questionnaire. Griffee (2001), on the other hand, is a short two-page article describing what to look for in questionnaire validation. Most general textbooks on educational research methods have chapters, or at least sections that discuss questionnaires. Recently there are books on the subject of survey design and questionnaire development. Brown (2001) is recommended for anyone interested in survey design and questionnaires; it includes chapters on quantitative data analysis and qualitative data analysis. Converse and Presser (1986) is somewhat dated and short (80 pages), but is still informative on the issue of writing survey questions. Dörnyei (2003) is helpful because it is short and easy to read, yet systematically covers most if not all issues. It even includes a list of published L2 questionnaires.

Discussion Questions

Write some questions you had while reading about questionnaires.

____________________________________________________________________________________

____________________________________________________________________________________

____________________________________________________________________________________

Task 1

What are some issues or concerns you can identify about your school, classes, students, or colleagues that could be answered by questionnaire data?
Task 2

There are many issues and concerns involved with constructing a questionnaire such as stating its purpose, defining a construct, deciding on the participants, constructing a pilot study, and validating the questionnaire including selecting a form of reliability to report. Which could you begin on your own and which would you need help to do?

I know how to begin ...........................................I would need help

1. _________________________ … 1. _________________________
2. _________________________ … 2. _________________________
3. _________________________ … 3. _________________________

Task 3

Looking at your answers in Task 2, interview some colleagues. Could they make any suggestions as to how you could find help?
Each of us has a story to tell if the right person happens to come along to ask. (Wolcott, 1995, p. 249)

What is a general description or definition of an interview? Nunan (1992) defines an interview as “the elicitation of data by one person from another through person-to-person encounters” (p. 231). Kvale (1996) says that “an interview is a conversation that has a structure and purpose,” (p. 6), and Cohen, Manion, and Morrison (2000) remind us that an interview is a “social, interpersonal encounter, not merely a data collection exercise” (p. 279). From this we can conclude that as a research tool, an interview has structure, purpose, and form, and can be defined as (usually) a person-to-person structured conversation for the purpose of finding and/or creating meaningful data which has to be collected, analyzed, and validated.
Interview types lie on a continuum between open and closed. Open interviews come from the work of Sigmund Freud, in which the patient came seeking help, was put in a controlled environment of office and couch, and was encouraged to talk about difficult situations in the hope of allowing a degree of awareness which facilitated change (Cohen, Manion, & Morrison, 2000). This type of therapeutic interview was modified to better conform to the needs of research in which the respondent was selected by the interviewer rather than the other way around, the interviewer may have done previous investigation of the situation, and the respondent is judged to have experience helpful to the interviewer. An open interview allows the respondent wide latitude in how to answer, and may encourage the interviewer to ask probing follow up questions. An example of an open question is: *What do you think of X?* Open interviews are often used when researchers do not have a clear idea of what they are looking for, or when exploration is desired, as in an ethnographic study. A closed interview asks all respondents the same questions, in the same order, using the same words. In its extreme form, a closed interview asks only for factual information. Closed interviews tend to be used when researchers have working hypotheses they want to confirm, when multiple interviewers are employed to interview many persons, and when those answers will be compared in hopes of reaching generalizable results.

Hitchcock and Hughes (1995, p. 153) list eight interview types and two main categories they call standard interviews and non-standard interviews. Standard interviews consist of structured, semi-structured, and group, while non-standard interviews consist of group, ethnographic, life history, informal, and conversation/eavesdropping interviews.

**Standard interviews.** In the standard category, a structured interview means questions are predetermined, the interviewer does not deviate from those questions, and the interviewer does not ask for clarification of answers. Structured interviews are often used in
market research when a fairly large number of people are asked the same questions. A semi-structured interview means questions are predetermined, but the interviewer is free to ask for clarification and even add follow up questions. Group interviews, either structured or semi-structured, are sometimes known as focus groups, and are often used to gather opinions about advertising, political positions, or marketing research.

Non-Standard interviews. In the non-standard category, a group interview entails interviewing several people at the same time, for example students who have a common characteristics such as leadership, failure, or academic problems. An ethnographic interview is a one-on-one interview with no set agenda. The interviewer wants to know how the respondent experiences life. Ethnographic interviews have been used to explore the working life of cocktail waitresses, gang members, as well as school principals. A life history attempts to recreate the life of an individual. For example, a researcher may be interested in how an individual makes the transition from growing up in one country speaking one language and moving to another country and learning to speak a second language. The individual has already accomplished this feat and the researcher conducts a life history to study how it was done. Informal conversations or even eavesdropping are not really interviews, but consist of the researcher carefully listening and writing down what was said as soon as possible after hearing the information. Hammersley (1998, p. 123) describes his own ethnographic study based partially on data from conversations he overheard in a teacher’s staff room. He was studying the relationship between teachers and students, and wanted to know how teachers discussed students. Listening to teachers talk among themselves in the teacher’s room was an appropriate method.

Any of these interview types can be used for research purposes, but each type has its process. Which type to use depends partly on the purpose as well as the skill and knowledge of the researcher. Probably the most common interview type involving educational research is the standard semi-structured interview because it combines predetermined questions with the ability to follow up leads and investigate
insights when they occur in the interview. The remainder of this chapter assumes you have selected some variation of the semi-structured interview.

What are the advantages of interviewing?

Many teachers are drawn to interviewing as a way of collecting evaluation data because they assume interviewing is easy to do and user friendly. Interviewing may be considered easy because it is “just talking” and talking is natural since most of us talk regularly (Griffée, 2005; Lazaraton, 2002). Interviewing may also be considered user friendly because it does not presuppose any statistical analysis, which for instructors without statistical training could be an advantage. In addition, persons who might be candidates for interviews, such as students and other teachers, are often available and willing to talk. Finally, interview data are friendly in the sense that they can be used in conjunction with other kinds of data. For example, data from interviews can be combined with data from questionnaires to explain or strengthen interpretations. Combining types of data tends to strengthen interpretations based on that data.

What are the weaknesses of interview data?

Even though interviewing remains a popular way of gathering evaluation data, Flinders (1997) offers several limitations to the gathering of data. First, persons being interviewed, called respondents, may be inarticulate in how they understand the world. Their understandings could be implicit and taken for granted which may mean that they may have an opinion, but they are not be able to state it in a clear way. As a result, your respondents may or may not be able to tell you what they think about the topic you are interested in. Second, some people may not have an opinion. See Luppescu and Day (1990) for an example applied to questionnaire data. Third, what people say and what people mean may not be the same. As a result, their interview data may be garbled or misleading. Fourth, persons available for interviews may not have
the information or understanding we are looking for while persons who do have the information may not be available. Fifth, people may be unwilling to discuss what they know, especially on sensitive topics. Sixth, interviewing may require skillful questioning to find out what we want to know, and certainly requires active interpretation. The results of an interview have to be considered as raw data that does not “speak for themselves” and requires an explicit form of interview analysis (Block, 2000). As a result of all these problems, interview interpretation requires validation evidence, which indicates the extent to which we understood that one or more of these problems might have been operating, and what we did about them.

Issues to consider

There is little agreement among evaluators, researchers, or methodologists as to the best or correct way to conduct interviews. As a result, there are many problems to address and answer. For example, one problem is starting the interview process without considering the desired outcome. Another problem is hesitation or reluctance to begin interviewing, which can result in putting off interviewing altogether. The first problem can be dealt with by pre-interview planning, while the second can be dealt with by piloting the interview. However, many other issues remain. What follows is a listing of many of questions facing anyone who is considering interviewing. Each question will be numbered, and possible solutions are offered, bearing in mind that raising questions may be more important than any particular answer.

1. Are you sure you want to interview? Metz (2001) reports that one of the few areas of agreement among educational researchers is that “the key element, the starting point, and most important issue in developing research is the research question” (p. 13). Accordingly, you should review the purpose of your evaluation, look at your research question or questions, and determine if interview data is appropriate. If what you are interested in can be directly observed, then some form of observation might be called for instead of an inter-
view. As Patton (1990) says, “[W]e interview people to find out from them those things we cannot directly observe” (p. 278).

2. What type of interview would best suit your purpose? Earlier Hitchcock and Hughes (1995) were cited as discussing eight types of interviews ranging from very structured to very open. Review that list and decide which type of interview would be best for you.

3. Whom to interview? One of the first and most important steps in interviewing is deciding whom to interview. Spradley (1979, p. 46) suggests individuals with a history of the situation of interest, who are currently in the situation, and who will allow you adequate time to interview them. For much second language research, students, teachers, and administrators fulfill these requirements. One way to decide whom to interview is to create interview criteria. For example, suppose you were interested in researching a certain sport. You could create three questions such as: 1) Do you like this sport? 2) Have you ever played this sport? 3) Are you currently playing this sport (or attending situations where this sport is played)? Anybody who answers yes to two out of three questions could be considered an informed respondent.

4. What questions should be asked? Patton (1990, p. 290) discusses questions in great detail, and claims there are at least six kinds of questions we can ask in an interview:

1. Experience questions, about what a person has done.
2. Opinion (or value) questions that tell us what people think about an issue.
3. Feeling questions that are aimed at the emotional level.
4. Knowledge questions, which seek to find out what people know.
5. Sensory questions, which seek to determine what respondents have seen, heard, touched, tasted, or smelled.
6. Background questions, such as age, job, or residence, which relate the respondent to other persons.

A related issue is how we ask our questions. To monitor questions, I
have found it helpful to transcribe the interview, paying particular attention to how I asked questions. In one interview, when asked to repeat a question, I noticed that I tended to explain the question in great detail, and in one case I began to answer my own question. After becoming aware of this tendency, when asked to repeat the question, I simply repeated the question exactly as before, which solved the problem.

5. When should the interview end? For an individual interview, Wolcott (1995) suggests stopping when you have the data you want. This means, of course, that you have an idea for each interview of what you want to know. In one study, I ended an interview when I had not only asked all the questions I set out to ask, but also had explored new issues that arose.

6. How many interviews are desired per respondent? A single interview constitutes cross-sectional research in the sense that you have only one chance to gather information. A series of interviews constitutes longitudinal research in the sense that you gather information over time. A single interview is easier to complete and analyze, and may in fact be quite adequate for your purpose. Multiple interviews, however, allow the possibility of observing development. How many interviews should one strive for? There is no definitive answer to this question, because it depends on the research purpose. In the study just mentioned, I interviewed all teachers three times because my research question was to know how teachers felt about various parts of the course over the semester. I conducted three interviews for each teacher, one before the course began in order to judge expectations, another in the middle of the course, in order to judge how things were going, and a final interview at the end of the course. It didn’t make any difference to me what the teachers reported, I simply wanted to check with them over one semester. In another study, I interviewed one teacher multiple times until I felt I had exhausted all aspects of the question of interest.

7. How many respondents should be interviewed? Again, there is no correct answer. On one occasion, I interviewed all of the teachers
who taught in a program I was researching. I also included representative students selected by proficiency level—a very high-level speaker, a relatively high-level speaker, a middle level speaker, and a low-level speaker. These students, from various classes, represented a cross-section of all students, which is what I wanted. You should devise a rationale that is consistent with your research question and which will make sense to your readers.

8. Where should the interview take place? This could be anywhere that is defensible. By defensible, I mean any location that can reasonably be explained to readers. Offices may offer privacy, but may also be against school policy. A pilot study may answer some of these questions. (See the section on pilot studies for the pros and cons of private interviews.) The important thing in writing up your research is to state the location and describe in enough detail that your readers can judge for themselves the role your location may have played.

9. How should you introduce yourself and begin the interview? Holstein and Gubrium (1995, p. 40) describe the beginning of what they call the traditional interview as 1) a brief introduction of the interviewer, 2) a short explanation of the research, and 3) a request for participation. They claim, however, that any context we give provides the context for the interview: “Starting with the very introduction of the interviewer and the study itself, the interviewer offers resources and points of reference for the conversation to come” (p. 40). Their point may be that we either don’t pay much attention to the context we provide, or that we are trying to get out of the way of the respondent, which they would claim is impossible. It might be a good idea to write out our introduction, and consider which context we wish to provide to our respondents.

10. How should the data be collected? The answer involves a matrix of issues: should we listen and take notes later, listen and take notes on the spot, or record the interview? If the interview is recorded, should the entire interview be transcribed, should a partial transcription be done, or should the interviewer just listen to the
recording? The next section on conducting a pilot study deals with this issue.

11. **Will a pilot interview be conducted?** There are two purposes for pilot interviews: one to conduct a practice interview for the interviewer; and another purpose is to get feedback from respondents, which could be negative or positive. I used a pilot interview to get started, and received both negative and positive feedback. I selected a former female student with whom I felt comfortable, but who was no longer in my class. I had reservations about interviewing a young woman alone in my office, so I met her in the school cafeteria. I also had reservations about using a tape recorder because I thought it would be too intrusive, so I planned to take notes. The negative feedback was clear and immediate. At our first meeting in the cafeteria, the noise level was so high that I could see her lips moving, but could not hear what she was saying. In addition, a friend of hers asked to join us, and soon followed by a faculty friend who wanted to chat. For the next interview, I changed our interview location to my office. After two interviews during which I took notes, I decided that I was losing too much information, and for future interviews I needed to record and transcribe each interview. The positive feedback was that my pilot interview supplied me with a major hypothesis for the evaluation, one of which I was previously totally unaware of, namely that students were actively discouraged from speaking in class. This was news to me because the official position of the school was to run most of its classes on a seminar style. The pilot interview not only gave me feedback about the noise level and interview location, but also supplied me with a rival hypothesis that I was eventually able to confirm in interviews with other students.

What kind of data typically results from an interview?

The most typical kind of data are words that convey the thoughts and ideas of the respondent. But various kinds of questions can produce other kinds of data. For example, it is possible to collect numerical data by asking a series of true-false questions, “how many”
questions, or “how often” questions. It would also be able to count certain linguistic features.

How is interview data typically analyzed?

There are currently several assumptions regarding interview data. One assumption is that interview data is a complex relationship, and not simply “a product” from the respondent. In other words, interview data are not just the words the respondent tells us. Imagine you are conducting an interview. If it were the case that the interview consisted of only what your respondent said, we would have to pretend that you did not exist. In fact, you do exist, your assumptions exist, your biases exist, and your questions exist. What constitutes the interview is co-created by you and the respondent. It is not just the words coming from the respondent captured on a video or tape recorder, nor is it pages of transcription.

Another assumption underlying interview data is that the words of the interview constitute raw data. Raw data alone does not tell us anything, they must be interpreted. Hitchcock and Hughes (1995) describe two strategies for analyzing interview data, including several specific steps. Their two strategies are 1) become very familiar with the data, and 2) create meaning using analytical categories. The first strategy, becoming familiar with the data, occurs—depending on how the data was collected—by going over notes many times, listening to recordings repeatedly, or constantly reading and rereading the interview transcripts. One creates meaning by the use of categories. There is some difference of opinion (perhaps a difference of emphasis would be a better way of putting it) on how these categories are best created.

One approach is to become very familiar with the data, and as a result, categories “emerge” or become apparent. We look at the data and began to see that our respondent was talking about theme A, theme B, and so on. Pondering on these themes, we finally come to understand (interpret) that our respondent is talking about X. In this approach, the categories are “grounded” in the data; that is, cate-
categories or themes emerge from the data and reflect the data. We don’t impose our will (biases) on the data, but rather let the data speak to us.

The second approach is to create the themes and categories before the interview takes place. In discussing how to conduct good interviews, Wolcott (1995, p. 115) says that behind every question should be a hypothesis. That is, we are not just asking questions randomly, rather we have some idea of what we are asking and why we are asking it. This is especially true in the case of research and program evaluation. The more exploratory your research is, the more you hope for grounded categories to emerge from the data. The more you know what you are looking for, the more you will rely on categories chosen prior to the study. For example, in the study reported, I had previously decided that I was looking for both students’ and teachers’ opinions on particular categories such as the role of the textbook in learning. In each interview, I included a question on what they thought of the textbook. But even with my interest in preselected categories, additional categories that I had not anticipated and was not looking for emerged from the data. I followed up on them in subsequent interviews.

Here are some examples of data analysis based on Miles and Huberman (1994, p. 55). One problem in interview analysis is moving from a fairly large amount of raw data (the interview transcripts) to the meaning of what has been said. This is not only a process of data analysis, but of data reduction. We want to go from pages and pages of words to what is important.

Step one. Listen to the recording and transcribe the interview.

Step two. Read the transcripts several times to familiarize yourself with what is being said.

Step three. Code the interview. Coding entails reading the transcript until certain themes become apparent. Identify each theme by a short word or phrase. This word or short phrase is the code. After you have your codes, define them so you can be consistent in your coding across multiple interviews. For example, in coding a teacher’s inter-
view, I used several codes including “G” and “B” which stood for “grammar” and “block.” I defined grammar as “references to grammar and syntax as a goal of the class or object of classroom teaching” and block as “any reference to what is bothering or hindering the teacher.” Go through the transcript and mark or circle places in the transcript where the respondent discussed the theme, and write the code in the margin. I use colored makers so I can see the themes quickly. After you have done this for the entire interview transcript, you have coded the interview transcript.

Step four. Write a summary of the coded data. For example, on a separate piece of paper (or word processing document) write the code, and under each code list what the respondent said. For example, under the code “grammar” I put two comments, one of which was “Grammar is the main context of the course.” Under the code block I put seven comments, one of which was “Course grammar book not related to academic writing.” I have now reduced several pages of transcribed interview data down to one and a half pages of comments under various codes. I also know what I believed to be the number of comments made by the teacher under each code. So, for example, I knew that the teacher commented on grammar twice, but on blocks seven times.

Step five. Write a memo to yourself. Miles and Huberman (1994, p. 72) suggest writing yourself a memo that not only summarizes, but ties together the themes and compels you to write what it all means. This last step the most important because what I wrote in the memo turned out to be what I learned from the interview.

How to calculate interview reliability

One definition of reliability is stability of data. According to LeCompte and Goetz (1982, p. 35) reliability refers to the extent to which studies can be replicated, and according to Kvale (1996) reliability refers to how consistent results are. Some qualitative researchers have developed a parallel vocabulary. For example, Guba and Lincoln (1989, p. 242) adopt the term dependability which
they maintain is parallel to reliability. Dependability is concerned with the stability of data over time.

Interview data often takes the form of words and ideas that can be coded for content by a person called a *rater*. Another rater can look at the same content and code it. It is then possible to compare the consistency of the two raters and refer to this rater agreement as reliability. Miles and Huberman (1994, p. 64) offer the formula: reliability equals the number of rater agreements divided by the number of agreements plus the number of disagreements.

\[
\text{Reliability} = \frac{\text{agreement}}{\text{agreement} + \text{disagreement}}
\]

For example, in a needs analysis study, six ESL instructors in a summer program were interviewed. The researcher sought a general sense of how the ESL instructors understood students’ problems. The researcher audio-taped the interview, produced transcripts, and coded places in the transcript where the researcher thought the instructors were identifying student problems. These problems, 23 in all, were then coded by the researcher as representing language problems, teaching problems, or cultural problems. Their transcripts were examined by a second rater who coded the same problems for the same three categories. On 18 of the problem areas the raters agreed, but on 5 they did not. According to the reliability formula supplied by Miles and Huberman (1994), the reliability was 18 divided by 18 plus 5, or 18 divided by 23 for a reliability of .78. Expressed in the earlier formula:

\[
\frac{18}{18 + 5} = .78
\]
The two raters discussed the five disagreements and finally agreed on three of them resulting in a formula of 21 agreements and 2 disagreements for a final reliability of .91, which is a high level of inter-rater reliability.

Sources of unreliability

Cohen, Manion, and Morrison (2000, p. 121) suppose that sources of unreliability reside in the interviewer, the questions, and the respondents. This list can be expanded to include other parts of the interviewing process such as interview location, environmental factors, status equality, length of the interview, and topic threat. These eight possible sources of unreliability are discussed here, along with possible reliability strategies to improve reliability.

1. The interviewer. The interviewer, either individually or as part of a team, comes to the interview with a set of beliefs and assumptions that has to be taken into consideration. These beliefs or biases can cause the interviewer to notice certain data that tends to support her assumptions and disregard other data that do not. This tendency is interviewer bias, and the danger is that it may occur without the interviewer being aware of it. Interviewer bias can affect how the interviewer asks questions, which questions she asks, and how she presents validation evidence. One way to deal with bias is to recognize that you are more than a passive question asker (Agar, 1980; Long, 2005). It is likely that you have opinions on the topic about which you are interviewing, otherwise, why would you ask? In a post-modern context, it is now considered naive to maintain that interviewer bias can—or even should—be eliminated.

Evaluators with quantitative backgrounds have traditionally viewed bias as a threat to be controlled for. Some evaluators from a qualitative research tradition also share this assumption, and want to avoid or minimize the effects of bias. However, others, such as Holstein and Gubrium (1995), view the interview respondent not as what
they call a vessel waiting to be emptied of their true beliefs, but as a storyteller who cooperates with the interviewer in creating meaning. Thus, bias is not a problem, because the evaluator can use bias or point of view to assist the respondent in creating multiple stories, none of which is truer than another.

Another way to think about bias as a point of view comes from Altheide and Johnson (1998, p. 293). They believe in a view of ethnography that takes various points of view into consideration, both in terms of reporting and interpretation. The author’s perspective is included in the list of points of view to include. The interviewer is just one more element in the mix, and just as we would report the gender of a respondent, so we would report our own gender (if we are the interviewer) as well as a host of other possible variables that might affect our point of view.

**Reliability strategy.** To identify possible sources of bias, you should write down your thoughts about your topic, or if you have developed a set of questions, answer the questions. If your respondent agrees with you on all or most of what you wrote, a warning light should go off. It may be that you have subtly communicated to your respondent the answer you wanted or expected. Of course, this may not be the case. It could also be that your respondent’s confirmation of your opinion is grounds for accepting your hypothesis, not rejecting it. But it is wise to heed the warning light by double-checking with others. I will discuss this further in the section on validation.

2. **The questions.** The questions themselves, depending on the type of interview, may be a source of unreliability over time because as the investigation proceeds they may change. The interviewer, over time, may change a wording here and there subtly refining the questions, for example, until late in the investigation respondents are answering different questions than respondents earlier in the investigation did.

**Reliability strategy.** Strategies for consistent or reliable questions include writing them out and reading them to respondents while allowing for follow-up questions that are unscripted. Another
strategy is to record the interview so you can verify which questions were actually asked. Kvale (1996, p. 152) suggests asking the same question in a somewhat different fashion more than once to check the consistency of answers. Another strategy is data triangulation. Triangulation is comparing at least two sources of data, using one data source to strengthen (or weaken) the other. (See Introduction to Data Collection Instruments for a discussion.) For example, you could conduct multiple interviews with the same person, asking at least some of the same questions each time. If the respondent tended to respond in the same way, even if in a slightly different form, consistency could be argued. If interviews were conducted with multiple respondents, again assuming that at least some of the questions were the same, then similar answers could be used to strengthen the interpretation.

3. **Respondents.** Individuals being interviewed represent several potential sources of interview unreliability. One source of unreliability, termed underrepresentation, occurs when one or a few respondents say X, and X seems plausible to the interviewer, so X is accepted. The problem may be that other respondents would not say X, but they were not interviewed. A dramatic example of this occurred when I was teaching in Japan. My supervisor returned from a trip to the United States and wanted to know why Americans did not like pickles. Curious, I asked why he thought that. My supervisor was in a hamburger shop, witnessed one person taking the pickles off his hamburger, and concluded that Americans did not like pickles. His sample of one person was extended to a population of three hundred million people.

A second reliability problem with respondents comes from the fact that the interviewer may like some respondents more than others for any number of reasons including that they are available, interesting, attractive, friendly, cooperative, or articulate. This is what Miles and Huberman (1994) call the *elite bias*, the tendency to respond to some people differently than others, and often these persons are the “elite”. A third respondent problem is that sometimes respondents will lie,
either intentionally because they wish to hide something or unintentionally because they are self-deceived.

**Reliability strategies.** There are several strategies for respondent unreliability. One is to expand the number of respondents to see if your data remains constant. Another is to randomly sample different, especially potentially underrepresented populations. A third strategy is to actively seek those who disagree with the data you are receiving.

4. **Interview location.** Interview location should be considered because this may affect interview results. For example, coffee shops have levels of noise, interviewing in cars may be subject to distractions (no matter who is driving), and even offices have ringing telephones or unexpected visitors. All these can affect the mood, feeling, and ability to concentrate of interviewer and respondent alike. There is no perfect place to conduct an interview, but different places may produce different responses in some way. If most interviews took place in location X under conditions Y and Z, but a few interviews took place in location A under conditions B and C, and those few interviews done in location A produced data somewhat different that produced in location X; this should cause concern.

**Reliability strategies.** You can describe the location in the write-up so readers know the conditions under which the interviews took place. If possible, also use the same or similar interview location to interview all respondents.

5. **Environmental factors.** such as weather conditions, time of day, fatigue, and even level of lightness or darkness may also contribute to interview data reliability. Interviewing respondents in a bright, artificially lit room without windows may result in answers different from those given by respondents in darker room with windows allowing them to view the weather outside. The issue is not that some locations and environmental conditions are better than others, but that a respondent may respond differently depending on surrounding circumstances.

**Reliability strategies.** Include briefly describing the interview conditions and accounting for exceptions. For example, if you inter-
view at unusual times or conditions, evaluate the quality of the data to see if it is unusual compared to other data. Ask yourself if there is anything about the environment that may account for the data variations.

6. Status inequality. This can be defined as an unequal power relationship between interviewer and respondent regardless of who has the greater power. An example of interviewer status would be a teacher interviewing a student, and an example of respondent status would be a student interviewing a teacher. Status inequality could threaten interview data reliability if the respondent of lesser status perceived the interviewer to have a position on the topic. This might cause the lower-status respondent to tell the interviewer what the respondent thinks the interviewer wants to hear. In turn, this might skew a truthful response (see Gorsuch, 2002).

Reliability strategies. To deal with status inequality, include not interviewing a student currently from your class. Cohen, Manion, and Morrison (2000, p. 123) suggest thinking of a student interview as a gift, and be thankful. If the interviewer has the power status, he/she should try to ask questions in a neutral way. A second strategy would be to consider recruiting a student of similar age and status as those being interviewed. This student would conduct the interviews of other students, and you would compare those results with the results of your own student interviews. Finally, a third strategy would be to formulate a list of results and ask similar students to express agreement or disagreement, perhaps using a Likert scale of one to five. The extent to which these students agree can be used as an indication of reliability.

7. Length of interview. This is the duration of any single interview, usually measured in terms of minutes. Kvale (1996, p. 151) says that interviews are often too long including unnecessary small talk; that they can be short if the interviewer knows what to ask. Length itself, however, is not the issue for reliability purposes. What makes interview length a possible source of unreliability is when one interview is substantially longer than the others. An unusually long interview may result in variable results. There may be many reasons for one or
more unusually long (or short) interviews such as a respondent loves (or hates) to talk, a respondent is more (or less) articulate on the topic than most other respondents, the interviewer is drawn to (or put off by) a respondent, unusual circumstances such as interviewing in a car during a traffic jam, or unusually comfortable (or uncomfortable) surroundings. If an interview is taking a long time, but is producing interesting data, not many interviewers will terminate it.

**Reliability strategies.** Note the time of all interviews so unusually short or long times can be noticed, taken into account, and investigated. If the time of an interview with one respondent stands out, the interview data can be compared with an interview of more usual length with three possible outcomes. If the results are the same, the interviewer can claim reliability by reason of triangulation. If results are not the same but provide new or additional insight, the interviewer can verify these results by means of additional interviews. If the results are contradictory, the interviewer can claim a new working hypothesis to investigate.

8. **Topic threat.** This is unreliability induced by interviews about sensitive area for respondents, or what Cohen, Manion, and Morrison (2000) call “research that might pose a significant threat to those involved” (p. 121). A threatening topic may be a topic in which the respondent:

- Knows persons involved in the project
- Stands to gain or lose by the outcome
- Is being evaluated in some way
- Could be embarrassed by discussing the issues
- Could physically or emotionally be harmed or rewarded
- Could be asked about sensitive topics such as sex, religion, politics, or personal finances
- Is asked about a topic which would be awkward to disagree with, for example, do you teach in a communicative way?

**Reliability strategies.** To deal with unreliability from threatening topics include asking open-ended questions like, “Are you familiar
with X?” rather than, “Do you approve of X?” Additional strategies might include identifying respondent relationships with a sensitive topic and comparing answers with other persons unrelated or unaffected by the topic, asking additional respondents for whom the topic may be threatening to gage possible bias, to avoid such individuals for your interview, or to interview as many of these types of respondents as possible to make sure their views are included.

Strategies to validate interview data

One way to think of interview validation is to consider questions such as, “What if I am mistaken and I can’t see my mistake, or what if I am living in my own fantasy? Kvale (1996, p. 255) describes most interview studies as a black boxes, by which he means the reader has to guess on all or most of these important points: What the social context of the interview was, what the instructions given by the evaluator to the respondents were, what the questions were asked, what procedures the interviewer followed in transcribing, and how were the interviews analyzed? Kvale (1996) suggests clearly stating and describing the methods used so they become public and accessible to the scrutiny of others.

A second strategy for checking on the relationship between raw data and interpretation is called “checks on the data” by Hitchcock and Hughes (1995, p. 180). They postulate two approaches to validating interview data: triangulation, already mentioned as a reliability check in regard to a discussion of questions, and re-interviewing. Re-interviewing can be thought of as a check on the connection between data and interpretation that starts with the respondent. After you summarize and have an idea of your interpretation, take the transcript and your interpretation back to the respondent. Ask if he or she agrees with your interpretation. If the respondent does, can argue that your interpretation is more than your opinion. If the respondent disagrees with your interpretation, discuss the difference until you understand the source of disagreement. You then have a choice of deciding your respondent is mistaken, or reanalyzing your data and arriving at a new interpretation that takes your respondent’s insights into account.
A third validation strategy is to search for negative or contradictory evidence (Fontana & Frey, 1994, p. 372). The search for negative evidence is the intentional seeking out of malcontents to see why they did not like the innovation. Suppose you interviewed several teachers, and found they all favored a certain innovation. You could then seek other teachers opposed to this innovation; obviously they see the situation from a different point of view. Including their point of view in your analysis strengthens your interpretation.

A fourth validation strategy involves an informed, but neutral outside colleague. It is preferable to find someone knowledgeable in the subject and/or a person who is known for being critical. Your first question would be, “Given my data, coding, summary, and interpretation, can you trace a straight line from data to interpretation. In other words, can this individual follow your line of reasoning? If you pass, go on to the second question: given that your critical colleague can trace your line of reasoning, are your conclusions (i.e., your interpretations) plausible? You are not asking if they are “correct” or if they are “true.” You are asking if they make sense. Does your critical colleague think the evidence supports your conclusions? Your third question would be to ask your critical peer whether he or she can reach an alternative interpretation based on the same evidence. If your colleague cannot, you have strengthened your argument. If he or she can, you have an opportunity (after you have stopped swearing or crying) to examine the interpretation and perhaps re-interview your respondents looking for a deeper understanding.

Remember, interview validation is not the search for perfection, although it strengthens the case for objectivity. Interview validation means trying to address the natural tendency we all have to think that our view is the correct one. By making the implicit more explicit, we open ourselves to the points of view of others.

Where can I read and find out more about interviewing?

There are not many sources authored by language teachers on how to conduct and analyze interviews. Mostly, we have to rely on
general educational or ethnographic research. Hitchcock and Hughes (1995) *Research and the teacher: A qualitative introduction to school-based research* is one such text with one chapter devoted to interviewing and another on life histories. I found the chapter on interviewing helpful.

Michael Quinn Patton (1990) *Qualitative evaluation and research methods* 2nd edition devotes chapter 7 to qualitative interviewing. This is a substantial amount of space to devote to interviews. This chapter represents the traditional view of qualitative interviewing in that it does not address theory or analysis much, but rather assumes a more ethnographic approach. Interview planning, however, is discussed along with types of interviews. The main strength is the amount of attention Patton gives to questions, what kinds there are, how to ask them.

Holstein and Gubrium (1995) *The active interview* presupposes a general familiarity with the subject, but is still valuable. Part of Sage’s Qualitative Research Method Series, *The Active Interview* introduces what the authors call an active interview, as opposed to a traditional interview. An active interview combines the “what” (the data, what the respondent reports) with the “how” (the role the respondent plays relative to the interview). Various roles tap into different “stocks of knowledge.” In their example, a woman discusses caring for her aged mother in one context as a daughter, another as a mother, and another as a wife. The weaving together of these contexts with the interviewer allows for the co-creation of meaning in an interview.

Kvale (1996) *Interviews: An introduction to qualitative research interviewing*. Since at 300+ pages, is a comprehensive yet easy to read book is on the subject of interviews, it is hard to highlight any particular topic above the rest. However, two sections from the table of contents merit interest: Part II on conceptualizing the research interview and Part III on the seven stages of an interview investigation. This book is a nice combination of theory and practice.
Discussion Questions

Write some questions you had while reading about interviews.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 1

Below are eight types of interviews listed from most closed to most open. From your perspective, which type would be the most appropriate for your research? Why?

A. Structured
B. Semi-structured
C. Group-formal
D. Group-problem
E. Ethnographic
F. Life history
G. Informal
H. Conversation/eavesdropping

Task 2

Using the type of interviews, you selected in Task 1, list the advantages and disadvantages of that type.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 3

Here are some steps to get started. You can use them as a checklist.
• How would you state the purpose and RQs; is interviewing appropriate?
• What interviewer bias might be present; what can be done about it?
• What type of interview will be used?
• How will respondents be selected?
• How many interviews are desired per respondent?
• What ethical considerations would you take into account?
• Where should the interviews take place?
• How will you introduce yourself and explain your project?
• What questions will you ask? Do they all directly relate to RQs?
• How will the data be collected?
• Are you going to do a pilot interview?
• How do you plan to analyze interview data?
• Do you have a validation plan?
• How do you plan to write up your report?
Successful observation requires something more than just sitting and watching. (Lynch, 1996, p. 108)

**In this chapter, you will learn** the difference between ordinary observation and research observation, the advantages and disadvantages of classroom observation, what various observer roles can be taken, and some observation techniques. In this chapter, when addressing readers, I will use the term *TREE, she, or you.*

**Preview Questions**

1. Do you believe that “seeing is believing?” (Or is its converse, “believing is seeing” true sometimes as well?)
2. Have you ever seen something that turned out not to be what you thought?
3. What are some aspects of the second language classroom that can be observed?
4. What are some aspects that cannot be observed?
5. Have you ever observed an aspect of teaching and learning
that you thought was interesting and possibly worth researching?

Introduction

Even though observation is a basic source of human knowledge going back to Aristotle and Herodotus (Adler & Adler, 1998), ordinary observation is not always a reliable source of information. Eyewitnesses are often wrong when observing action, even at close range and in good light. Here is a well-known experiment demonstrating this point: A researcher is lecturing a class (often on the topic of observation), when suddenly two people making a lot of noise enter the room wearing dark clothes. In one scenario, a man enters the room with a knife in his hand being chased by a woman with a gun. After a brief time with much yelling, the man runs out of the room followed by the woman. Immediately the researcher asks the class to take out a piece of paper and write down what just happened. In many cases, the gun-carrier is changed to the man, and it is the woman who is being chased. This experiment is taken to illustrate that not only are our observations not reliable, but that basic facts can be changed to fit our cultural and social biases. We often see what we expect to see.

In spite of this shortcoming, observations can be used for research data collection (Nunan, 1992), and also for teacher training (Day, 1990; Wang & Seth, 1998; Williams, 1989). However, these two uses of observation (research and teacher training) are not closely related (Cook, 1989, p. 72). This chapter describes observation for research data collection, drawing from four literature sources: applied linguistics, evaluation, education, and anthropology. Applied linguistics literature discusses observation from a classroom research point of view; evaluation literature looks at educational programs, but also other types of programs such as medical, drug treatment, business training, and government programs; education literature is primarily concerned with conducting K-12 curriculum research; and anthropology observes people in their local situation.
Classroom observation defined

Ordinary observation tends to be sporadic, random, and accidental. For example, we are walking down the street and see something happening in the park across the street; we are teaching a class and notice something interesting; we walk by the open door of our colleague’s classroom and hear something that gives us pause. These are all examples of observation, but they are random and unplanned. On the other hand, research observation—including but not limited to classroom research—must be systematic, intentional, and theoretical. Systematic means the observation is not occasional, but must be principled so that it covers the area or time of interest (Genesee & Upshur, 1996, p. 85; Hitchcock & Hughes, 1995, p. 234). Intentional means the observer has a reason for observing. Reasons may be specific or vague, but the observer must have something in mind when observing (Adler & Adler, 1998, p. 80). The reason or reasons for observing can, in principle, be thought of as research questions or emerging research questions. Theoretical means the observer is working with or looking for underlying principles. In fact, Long (1980, p. 12) asserts that an observational instrument implies a theoretical claim about second language learning and teaching, and Stern (1989, p. 208) opines that by ignoring theory, we run the risk of being overwhelmed by details that we can’t explain. Putting these ideas together, we can define observation as the systematic, intentional, and principled looking, recording, and analysis of the results of our observation for the purpose of research.

Consider again the example of the observation experiment mentioned above. Students were sitting in a class when an incident happened. Their reports were not reliable, and thus not valid because the observers were not paying attention to the incident. Therefore, they could not have any principled awareness, much less a systematic way of observing. But let’s imagine that at least one of those students is again sitting in the classroom or maybe even teaching the class. The chase happens. During the next class, it happens again. The observer thinks, “I should pay attention to this.” The next time it happens, our observer takes careful notes, inter-
views others to see what they believe happened, and maybe prepares to video the class hoping to record the event. Now we can argue these observations have, or are beginning to have, a fairly high degree of reliability and validation, and constitute observation data for research purposes.

What form might classroom observation take?

Classroom observation for research generally takes three forms. First, the TREE can observe her own class or the class of another colleague. If the observation takes place in a class taught by another teacher, the observer has more time to observe and record the results of the observation. If the observation takes place in a class taught by the teacher herself, then there may be less time and opportunity to record the events using paper and pencil for note-taking. This means the physical recording of the data may occur at a later date. Second, the observation items may be open or closed. Open means the observation item does not specify in advance what to look at or record. Closed means the items are specified in advance. Open means the TREE is interested in what is happening, but has not determined exactly what she is looking for. Closed means the TREE has decided what she is looking for. Third, the data gathered may be quantitative, for example frequency counts, or qualitative, for example verbal descriptions. These questions can help you decide which observation technique to use: Are you observing another teacher’s class or are you observing your own class? Do you know what you are looking for (closed), or are you starting with no predetermined categories (open)? Do you prefer data in terms of numbers or words? Table 1 shows how the answers provide eight possible categories of observation.
Table 1. Eight forms classroom observation might take

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Observation category</th>
<th>Collecting data consisting of Numbers</th>
<th>Collecting data consisting of Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observing another teacher’s class</td>
<td>Open</td>
<td>1. Things you notice you can count, but were not looking for when you started your research.</td>
<td>2. Initially you were not looking, but as the course went on, you decided to look at this more closely.</td>
</tr>
<tr>
<td>Closed</td>
<td></td>
<td>3. This is structured observation, for example a checklist with predetermined categories. You observe and check the number of times you see an example of the category.</td>
<td>4. Noting and describing high inference categories such as, are teaching tasks communicative?</td>
</tr>
<tr>
<td>Observing your own class</td>
<td>Open</td>
<td>5. Noticing something countable or fixed in space or time. For example who comes in late and by how many minutes?</td>
<td>6. Observing a class with no predetermined category. For example, audio recording a class, and analyzing it later.</td>
</tr>
<tr>
<td>Closed</td>
<td></td>
<td>7. This involves recording your data using numbers or ticking a box or category every time you notice a predetermined event.</td>
<td>8. Using preset categories to observe students and recording what you observe using words. An example could be noting how students perform a certain task.</td>
</tr>
</tbody>
</table>
What are the advantages of observation?

First, a researcher can directly observe a program (Rossi, Freeman, & Lipsey (1999, p. 183) which means she can focus on areas of interest including specific issues, materials, activities which can be observed and evaluated (Fradd & McGee, 1994, p. 43). For example, when I was teaching in Japan, some of the local Japanese high school teachers claimed they used English extensively in their classrooms. I observed a class and found that the only use of English was about 8 seconds when the teacher read a few sentences from the board. In addition, if one teacher is observing another teacher’s class, observation data allows an understanding of the program not possible by relying only on interviews (Patton, 1987, p. 12). Observation can give a “you-are-there” point of view to readers not possible from other types of data (Patton, 1990, p. 203).

Second, a TREE can search for categories of research and evaluation that make sense to participants (Alder & Alder, 1998, p. 89), or can be more focused by using predetermined categories (Allwright & Bailey, 1991, p. 3). Predetermined categories can result in numbers that can be treated statistically and analyzed (Hitchcock & Hughes, 1995, p. 235).

Third, since observation can be done by a teacher of her own class, students are not threatened by outside observers, and can do their best work (Fradd & McGee, 1994, p. 43).

Finally, an advantage combined with a possible disadvantage. While observation data can be rigorous when combined with other types of data (Alder & Alder, 1998, p. 89), to understand what tallies, numbers, or checkmarks mean, it may be necessary to interview the teacher and maybe the students (Hitchcock & Hughes, 1995, p. 238; Stern, 1989, p. 211). This is because lists of numbers derived from observations do not interpret themselves. Observation may show us what is going on in the classroom, but now why.
What are the disadvantages?

There are several disadvantages to observation. First, not everything can be observed (Patton, 1987, p. 12). We can see only the surface of things (Richards, 1998, p. 142). Second, maintaining observer openness is difficult because TREEs are familiar with teaching and classrooms (Bernard, 1994, p. 149). In anthropological fieldwork, for example, often the anthropologist visits the village as an outsider and observes. Teachers, on the other hand, are not outsiders; rather, we are like villagers observing their own village. Because of their familiarity with classrooms, teachers have to be trained, or train themselves, to note and question the obvious rather than take it for granted and perhaps for that reason, not see it.

Third, observer training is not easy to learn and difficult to implement. Gebhard, et al. (1999) note that in graduate level courses, when observing a class, students trained to make specific comments such as: “I saw the teacher write new vocabulary words on the board,” regularly fell back to using vague and general comments such as: “it was a good class.” As a result, if observers are not well trained, they tend to overestimate student performance (Fradd & McGee, 1994, p. 43).

Fourth, if the observer is not the usual classroom teacher, the threat of research effect is always present (Allwright & Bailey, 1994, p. 3). This means that an outsider observer can cause usual classroom behavior to change. In addition, it is often hard for a teacher to find somebody to observe their class (Fanselow, 1990, p. 191).

Fifth, observer bias is always present since we all see and interpret events through the lens of our own experience, assumptions, and interests. Another observer may notice something we do not, or give a different interpretation. In addition, there is a high level of dependence on observer articulation (Alder & Alder, 1998, p. 104; Allwright & Bailey, 1991, p. 3; Hitchcock & Hughes, 1995, p. 235. In other words, some teacher-observers may be quite clear and articulate about what they see whereas other teachers may see the same
thing and not be able to discuss it well. Data from observation does not explain itself.

Sixth, interpretation based on observation data and analysis is not adequate for most research purposes. In estimating student improvement, observation alone is usually not sufficient, and other data collection instruments such as tests, will be needed (Fradd & McGee, 1994, p. 216).

What are some of the key issues to consider?

One key issue is the role the TREE plays in observation. Long (1980) describes two situations an observer may take, *unstructured participant observation* and *nonparticipant observation*. In unstructured participant observation, often known as ethnography, the observer does not set out to test a particular hypotheses, but takes a regular part in the activities of the group. A nonparticipant observer, on the other hand, sits in the back of the room taking notes, and does not take part in the activities. Vierra and Pollock (1992, p. 224) also describe two roles they call *participant observation* and *nonparticipant observation*. A participant observer takes an active role in the activities whereas the nonparticipant sits in the back of the room and takes notes. Patton (1990, p. 208) draws a continuum with detachment at one end and full participation at the other. I accept Patton’s continuum and adopt Bernard’s (1994, p. 137) categories: Detached observer, participant observer, observer participant, and full participant.

![Figure 1. Observation participation options from detached to involved](image)

*Detached observation* would entail either observing through a one-way mirror, or having somebody video the classroom in order to watch
the video later. **Participant observation** occurs when the observer is not a student and not the teacher. The participant observer would visit the class several times so that her presence was not disturbing, but sit at the back of the room taking notes. See Levine et al. (1980) for a detailed description of a participant-observation training class including out-of-class assignments and essential participant-observer skills. **Observer participation** occurs when the evaluator is much closer to the class. An example of observer participant would be where the evaluator/researcher is also the teacher. The fourth category is *full participant*, or what Bernard (1994) calls *going native*. An example of full participation would be the researcher/evaluator being a student in the same program, for example a graduate student in a seminar evaluating the seminar for the class project. Patton (1990, p.208) says deciding which role we play should be based on what is possible and what is helpful. The point is that a TREE has several options when it comes to observer roles.

Another issue is validation of observation techniques. TREEs in their teacher roles are used to many of the observation techniques, but may forget that when using observation data for research, evidence must be presented that some care has gone into the collection and analysis of the data collected. To assist TREEs in the validation of observation data, each technique will have validation suggestions.

Following are eleven observation techniques. Each is described, positive and negative aspects are noted, and a validation plan is suggested.

1. **Audio Recording.** Audio recording is the recording of all or part of a regular class. Procedures for recording may depend on the level of technology available as well as the number of students. An audio recorder with a microphone could be placed in a central location. For example, the audio player could be placed on the floor and only the microphone attached by long cord placed on a table or stand. Alternatively, small lapel mikes can be pinned on each student or place around their neck on lanyards. Another option is to place a small hand-held recorder in a central location (Burns, 1999; Day, 1990).
Positive aspects: While some recording equipment can be bulky, a small hand-held recorder is very convenient. Once the recorder is on and functioning, one can concentrate on teaching knowing that data is being collected. A recording picks up linguistic details that otherwise may go unnoticed. You can decide to listen to the recording only, or you can transcribe it, resulting in a transcription others can read and study. Because audio recording produces a permanent record, you may be able to calculate a reliability coefficient.

Negative aspects: Audio recording may work for a class size up to 20, but what about a class size of 40? Whole class activity is easier to record than group or pair work although this could be dealt with by providing one recorder to each group. Equipment of any kind, even a small hand-held recorder, is intrusive and may disconcert students so that what is recorded does not represent typical behavior. Also, audio recording does not allow us to see body language or other contextual features. Transcription is time consuming, and when you listen to a recording, it can be hard to determine who is speaking. Finally, most recording devices have a limited recording range, and anything out of that range is muffled or not understandable.

Validation plan: Describe your recording schedule so the readers of your report can see how often and what days of the week you recorded. Tell us your recording procedures. What did you do first, second? Describe your equipment. Where did you put the microphone? How did your students seem to respond to being recorded? Did you tell them in advance? How did they respond when you told them? About how many minutes did the recording last each time? What were you looking for? Is there any reason to believe that your students knew what you were looking for? If there were, you run the risk of their responses not being typical. On the other hand, maybe it doesn’t make any difference if they knew or not. If you think it didn’t make any difference, tell us why. How did you define what you were looking for? Was the data numbers or words? If the data can be counted, what kind of reliability are you prepared to report? If you used raters, tell us how you selected them. Generally, you don’t have to go into detail here—just a sentence or two like, “two fellow
teachers not directly associated with this evaluation were selected as raters.”

2. Checklist. A checklist is a form with predetermined or closed categories, usually listed down one side of the page. Space is provided (often in little boxes) to mark the presence or absence of the predetermined category. The resulting data are frequency data. The observation task can be to check a yes/no category, or it can be to check or tick a box on a continuum (Day, 1990, p. 47; Fradd & McGee, 1994, p. 272; Genesee & Upshur, 1996, p. 86; Richards, 1998, p. 144; Rossi, et al, 1999, p. 226).

Positive aspects: A checklist is simple to make and easy to use. It can capture details of the lesson you are evaluating. Low inference data, meaning the action observed by the evaluator does not require much judgment, can give reliable data. Data from checklists works well with other data collection methods. For example, you could audio record group work activity, and later use a checklist to collect data providing a written record that can be easily stored for retrieval and analysis, and the observed data is organized and easy to analyze.

Negative aspects: A checklist works well with low inference categories but not as well with high inference categories. As mentioned, low inference means the action the evaluator is observing is clear and easy to understand, not much inference is required (e.g., How many questions did the teacher ask?). Its opposite, high inference means the action requires considerable interpretation (e.g., Is the native language of the students valued by the instructor?). High inference categories are hard to determine with a simple yes or no and require corroborating data. Low inference data may be reliable, but may lack a clear connection between what is observed and what is measured. Unless a TREE records what is observed, she has no way of going back to the original situation and verifying the observer’s decision. In other words, readers have to accept the researcher’s word. The key to using a checklist is being able to establish a clear link between the predetermined category, the observed activity, and research questions.
Validation plan: It is important to report how many categories were used, and what they were. In an appendix, you can give us your actual checklist form so readers can see how it was arranged. Tell readers why you decided to use those categories. How do you define each one? Did you show your categories and definitions to a colleague for his/her critique? How many colleagues? Did you ask them if any of the categories overlapped? How did they respond? If they offered suggestions, what did you do? How many times did you administer the checklist? It could be important to mention this because if you administered it five or six times it would probably give more consistent results than if you did it only once. What happened when you first used your checklist? Was it easy? Do you think you left anything out? If you think that happened, tell your readers why. Did you do a pilot study on another group of students similar to those in your study to familiarize yourself with how the checklist worked? This pilot data can be reported as validation information. Piloting always strengthens your validation position. Report what you did for your pilot, what you learned, and what changes you made as a result. Were your final results supported by any other data collection techniques? If so, state which ones.

3. Teacher Hand-Held Digital Recorder. Hand-held digital recorder (or the older technology but still available tape recorder) means holding a small, battery powered recorder, and speaking directly into it. The purpose is to record observations during or soon after the time of observation. The tape or digital record can be listened to or transcribed later (Burns, 1999, p. 88).

Positive aspects: These electronic devices are on the market and are relatively inexpensive to buy. They are small enough to fit into pocket or bag. They use batteries allowing freedom from cords and plugs. Some tape recorders use a standard size cassette that can be played back on a larger set when listening or transcribing. By holding it close to your mouth, the resulting recording can be loud and clear. Your recorded notes are private for your use only, or they can be shared. Audio recording allows a permanent record to be made at the time of observation or soon after, which means the audio
notes may contain details that might be forgotten as time passed between the classroom observation and recording your observation. The recording can be played back anytime, for example, your office, or listening in a car while driving home. You can use the recording as the basis for writing a more detailed, written record.

**Negative aspects:** Some teachers are not comfortable talking into a recorder, even in private. This discomfort is magnified by using the recorder in public, for example, during class, after class, or while walking down the hall. Also, sooner or later, recording equipment can fail, or batteries may die and you won’t have extra batteries available.

**Validation plan:** The raw data is made up of recording of yourself talking about what you observed in class. This means you have anecdotal or unanalyzed data. Your words may contain a mixture of descriptive data (what you saw) and evaluation or interpretations data (how you felt about what you saw). Behind your evaluation/interpretation lie values. To identify a value, ask yourself, “What would I have to value in order to feel about X the way I do?” Behind your values is your *teacher theory*. You can make of this raw data is to unravel description from interpretation, and then from the interpretation, to reveal your values and your personal theory. This would enable you to understand not only how you feel, but why.

Another validation approach is to listen to your recording and take notes, or listen and do a whole or partial transcription. A transcript would provide raw data, which may be read and coded. Coding is reading the transcript and deciding what themes seem to be present, also known as *unit of analysis*. List the relevant data under each code. This is called *data reduction* because any raw data not directly relevant to a code is disregarded. Working with your codes and data, list your interpretations. Writing up the process of going from your transcription to your interpretation allows your readers to trace your steps, and this constitutes validation evidence. Again, the idea is to carefully document how you went from the raw data to an interpretation.

A third validation approach is to simply listen to your recording
several times and reach some conclusions. These conclusions are considered rather weak and unsupported because the readers have to take your word for it, and can reasonably ask, “Why we should believe you—couldn’t you be mistaken?” You could strengthen your position by telling us how many times you listened to the recordings, that you were able to get a peer to also listen to the tapes, and that your peer either agreed with your interpretations or came up with similar results on her own.

4. In-Class Observation Notes. In-class observation notes refer to any type of written documentation made by an observer other than the teacher while the class is meeting. Notes written after the event are referred to as Teacher Diary. Much has been written to describe the strong and weak points of this type of documenting observation, which is a mainstay of ethnographic observation (Adler & Adler, 1998; Allwright & Bailey, 1991; Bernard, 1994; Evertson & Green, 1996; Fradd & McGee, 1994; Genesee & Upshur, 1996; Gebhard, 1999; Guba & Lincoln, 1989; Lynch, 1996; Patton, 1987, 1990; Rossi, et al, 1999; Vierra & Pollock, 1992).

Positive aspects: The evaluator can observe an authentic educational environment, for example, a classroom. Course goals and objectives can be verified. The observer does not have to rely solely on handouts or secondhand reports of what is happening. Specific materials, activities, and procedures can be observed and evaluated. Aspects of the course the teacher might miss, ignore, or take for granted can be observed and noted. Observation data can be words or countable items of interest, such as who speaks or where people sit. Nonverbal communication and behaviors, for example the way people dress, the way they use physical space can be observed. Aspects of the classroom that might be meaningful, but are often overlooked—the bulletin board or room decor might be observed and noted.

Negative aspects: Observation using in-class notes is labor intensive. In addition, not everything can be observed in a clear and obvious way. For example, high inference categories such as student attitudes and feelings have to be carefully defined, and what you will accept as evidence carefully spelled out. Any instrument gives only one view.
Observation data by itself is probably not enough, and you may also need numerical, quantitative data or qualitative interview data. It’s hard to learn how to be an objective observer and not mix descriptive observation with evaluation and opinion. There are many sources of error, and Evertson and Green (1986, p. 183) list 17 sources of error including both rating scales and ethnographic observation. Another consideration is that you need to negotiate an observation schedule with the teacher that allows for observation on a systematic basis. Observing only a single class leaves you open to charges of unreliability, that is, the claim that what you observed was an unusual occurrence and only happened one time that semester, which happened to be the day you were there. If you observe more than once, but you observe on the same day of the week, you run the risk of skewing results because Friday classes may be different from Monday classes in small but important ways. You have to decide what role you want to play while observing. For example, what would you do if while observing the teacher or a student turned to you and asked a question?

Validation plan: If you have numerical data, see the validation plan for the observation technique called Checklist. Assuming your data is words, ask yourself if your readers can follow the actual sequence of how the data was collected, processed, and transformed for specific conclusion drawing. Look at the validation strategy for Teacher Hand Held Digital Recorder to see what you can apply. Tell your readers the context of your observation: How often and when did you observe? Where did you sit? What was your level of class participation? What were the students like? What did your notes look like? How did you organize them? How did you go from observation to interpretations? What was your role in the class? In relation to the teacher, were you a peer, a supervisor, trainer, friend, or some other role?

5. Peer Observation. Peer observation is two teachers observing each other’s classes. Both teachers typically adopt a participant observation stance, which means they sit in the back of the room, observe, and take notes. A feedback session may be held later. Since they are peers, evaluation of each other is either not an issue. The
The purpose of peer observation from a course research perspective is to gather evidence from a perspective not otherwise possible. Peer observation is typically discussed in the context of teacher education (see for example Cosh, 1999; Fanselow, 1990; Gebhard, et al 1999; Gebhard and Ueda-Motonaga, 1992; Richards, 1998, p. 147; Wang and Seth, 1998; and Williams, 1989).

**Positive aspects:** Peer observation makes collegial research and evaluation possible. This means that two teachers working together can research the same phenomenon, but in each other’s class. Also, it may be possible to use another class as a mirror to evaluate an individual issue. For instance, teacher A can have an issue of interest and use observation of teacher B’s class to illuminate that issue. Teacher B may or may not even be aware of what teacher A’s issue is.

**Negative aspects:** Peer observation is not common, so it may be hard to find a willing partner because some teachers might see it as potentially threatening. The key to participating in peer observation is to have a clear idea of your purpose, and to have agreement between you and your peer as to what you will do, when you will do it, and how you will share. More than likely your data will be in the form of written notes.

**Validation plan:** Refer to *In-Class Observation* and *Teacher Hand Held Digital Recorder* validation plans.

6. **Proformas.** As can be seen in Figure 2, a proforma is a grid or a form to fill in that can hold a class performance, including descriptive as well as interpretative data (Burns, 1999; Day, 1990).

<table>
<thead>
<tr>
<th>Time Period</th>
<th>Category 1</th>
<th>Category 2</th>
<th>Category 3</th>
<th>Category 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Example of a Proforma
Categories of interest are written across the top of a piece of paper or card. Example of column headings could be Date, Question or area of interest, Descriptive Notes, and Interpretation. Descriptive notes can be entered during class, or after class. If entered after class, the proforma functions as a teacher diary, journal or log. Interpretative comments could be written after class.

**Positive aspects:** A proforma can be an all-purpose data collection instrument. Using just this one instrument, you can decide on a category, collect descriptive data, and engage in interpretation. The key is the categories, which ultimately have to be explained. Deciding which categories fit your situation may require trial and error to find the ones that give you helpful data. Questions or categories can be predetermined; this preparatory activity helps to decide what to note. Alternatively, categories can be relatively open and vague depending on how clear you are about what you are looking for. Proformas can be put on cards for easy filing. Proformas can be taken into class, and there is space to jot notes on areas of interest. Proformas may take less time than *Teacher Diary* because notes are shorter and more to the point than diary or log entries.

**Negative aspects:** One problem is that if you are observing your own class, it may be difficult to take notes while teaching. Another potential problem is forgetting to date the proforma, or making notes so cryptic you can’t understand them later. Yet another problem is not interpreting your data, so that later you have data that you don’t know what it means because much of the context is forgotten. A potential weakness of proformas is a tendency to use subjective and ill-defined categories.

**Validation plan:** You should be sure to define the categories or at least explain what they mean. If you are collecting verbal, descriptive data; use validation strategies similar to the ones discussed in *In-Class Observation* and the three strategies discussed in *Hand Held Digital Recorder*.

**7. Scribbles.** These are short and quick observation notes jotted down while teaching (Burns, 1999, p. 85).
Positive aspects: Notes made during the class have an authenticity of being made by someone who was there and experienced a behavior or activity firsthand. Scribbles can be used as the basis for recalling and writing more complete diary or proforma entries.

Negative aspects: It is hard to teach (an active undertaking) and take notes (a reflective undertaking) at the same time. It may difficult to keep scribbles in a systematic way. If you don’t use your scribbles as the basis for more complete notes after class, they may be hard to read and understand later. Some teachers have trouble taking notes while teaching because they tend to be peripatetic and move around the classroom as they teach. On the other hand, it might be possible to schedule brief periods of time for writing. Writing might be accomplished using a small pocket notebook, index cards, sticky notes, or in a text file on a mobile phone, tablet, or laptop.

Validation plan: Keeping a record of each time you gather scribbles could show your observations to be intentional and systematic, two qualities that increase validity. As in Proformas, if you have predetermined categories, tell your readers what they are, why you are interested in them, how you selected them, how you define them, and how they are related to your evaluation purpose and research questions. Probably the best idea would be to use scribbles as the basis for another observation technique such as Teacher Diary.

8. Seating Chart. A seating chart can be made either by an observer sitting in the back of the room or by the teacher of the class. It could be a single sheet of paper with boxes for each student showing where each student is sitting. If you allow students to sit wherever they please, you might find revealing patterns (Burns, 1999, p. 106; Day, 1990, p. 49).

Positive aspects: A seating chart could be helpful to your research if you are investigating a topic such as student social relationships. While you are making a seating chart, it would be easy to use the chart to incorporate other features of the room including the number and location of all objects and probably the measurement and description of the classroom. This information is helpful when it
comes to writing your report because you can describe the site with more detail. A seating chart can be combined with a video record, to show what happened and where.

**Negative aspects:** There are two kinds of data commonly provided by a seating chart: Where students are sitting and a record of what students are doing, for example how many times each student initiates a speaking turn or other action. While sitting in the back of the room, an observer can not only make a seating chart, but also have the time to indicate student interaction. A classroom teacher can also make a seating chart, but may not be able to also conduct a class while using such a chart to record interaction.

**Validation plan:** To validate seating chart data, create seating charts on multiple occasions to show seating patterns were consistent. Students tend to sit in the same place, but if for some reason there is no consistency where students sit, this observation tool should not be used. If you draw conclusions about what certain seating patterns mean; theory, principles, or prior research would be needed for explanatory purposes.

9. **Structured Observation.** Structured observation is classroom observation using previously defined categories. In some cases, an observation form is given to the observer with instructions to note when, how often, or give examples of classroom activity that in the observer’s opinion exemplify the category. This implies rater training, a theoretical basis for the categories, and instrument validation similar to that used by questionnaires and tests (Allwright, 1988; Chaudron, 1988, 1991; Cook, 1989; Fanselow, 1987; Galton, 1995; Long, 1980; Moskowitz, 1967; Nunan, 1992; Spada, 1990; Spada, & Lyster, 1997; Weir & Roberts, 1994).

**Positive aspects:** There are many structured observation instruments available, for example Long (1980) reviews 22 such instruments. Two of the better known are FOCUS (Foci for Observing Communications Used in Settings) (Fanselow, 1987); and COLT (Communicative Orientation of Language Teaching) (Spada, 1990; Spada & Lyster, 1997). Despite criticism, there remains continued interest in
this type of data collection. When using low inference categories, relatively objective and reliable data can be collected. Data collection may be recorded using audio or video or in real time, and resulting data can be analyzed.

Negative aspects: The main danger is lack of validation evidence, that is, the chosen categories may exclude critical features from the data. The categories may appear relatively simple, but even seemingly simple categories are often ambiguous and capable of multiple interpretations. In addition, while one might find patterns, it does not follow that what is infrequent is insignificant. Quantification of data into numbers cannot explain what those patterns meant to the participants.

Coding categories tend to focus on what a teacher says and does, which assumes that the teacher controls classroom interaction. This may or may not be the case, for example, structured observation instrument may not be able to capture what goes on in pair or group work. Concentrating on the teacher may also limit the usefulness of data from the observation restricted in the sense that nonverbal communication is not checked. Also, raters must be trained and retrained from time to time. If an observer has a strong stake in the outcome, observer bias is possible; the presence of an observer has some effect. Although observer effect can be overcome to some extent by having neutral observers, being unobtrusive as possible, and having a sufficient number of observations.

Since the data gathered are typically a count of certain features that provides frequency data, some sort of statistical analysis and presentation is necessary. Those who aren’t trained in statistics will certainly consider this a weakness, while those who appreciate statistics will consider this a strong point. The purpose of your research is key, and any observation instrument must serve the research purpose. Much of the criticism of structured instruments comes from ethnographically oriented researchers who point out the problems of using predetermined categories. These same criticisms can be made of any predetermined category instrument such as tests or questionnaires. For example, one charge is that using a predeter-
mined category tends to focus the observer’s attention, and in doing so, the observer may miss something important that falls outside the category. The trouble with this criticism is that while it is true, the point of focusing your attention is precisely that, to focus your attention. If you don’t know what you are looking for, don’t use this type of instrument. But it is hardly fair to criticize a predetermined instrument for being predetermined. It’s like criticizing an apple for being an apple and not, say, an orange.

Structured observation instruments are the Rolls Royces of the observation world, and as such, they are mostly used for research. Regarding the famous car, most of us have never driven one let alone owned one, and probably something similar can be said about a structured observation instrument. First, you have to find or adapt the one you want to use, then, you have to be trained or train yourself to use it. Finally, you have to work out a validation plan. This type of observation instrument may require a mentor experienced in its use, and also requires familiarity with the literature. Be prepared to spend time in preparation, and be prepared to conduct one or more pilots, in which you not only train yourself in the use of your instrument, but also gather data for its validation. Essentially, you have three choices in using a structured observation instrument: You can make your own, you can use an existing instrument, or you can modify an existing instrument to suit your needs.

Validation plan: Before you begin, create a log to record your procedures. Include as much detail as possible; most teachers don’t gather enough of this type of information. The rater training should be documented in detail, including who was selected, why, and how they were trained. This is true even if you are the rater. Be prepared to deal with the charge of observer bias since the presence of an observer will have some effect. Inter-rater reliability is the most common as well as the recommended form of reliability. Another major issue is validation of the categories. Validation involves establishing a link between the category, a theory or body of knowledge that describes and defines the category, and your research purpose. You may want to consider advanced statistical procedures such as
factor analysis or structural equation modeling as well as case studies to validate your data. See Weir and Roberts, (1994, p. 173) who discuss six validation strategies.

10. Teacher Diary. A teacher diary, as used in this chapter, is a log or journal written primarily by a teacher after the class session is over. This document is based on observations made during class (see Bailey, 1990; Bartlett, 1990, p. 209). When evaluating another teacher’s class, a teacher diary serves primarily as a chronology of events and a repository for emotional reflection. When evaluating the TREEs own class, it includes those two functions plus it takes the place of in-class field notes. In this way, a teacher diary functions as a source for descriptive data, and as a source for teacher reflective data.

Positive aspects: A teacher diary is a term made popular in the applied linguistics literature for ethnographic field notes, and as such comes from a long and accepted history. It provides a written document of what happened. If you don’t write it down, your recollection of events will blur and merge with other memories until you can’t remember any details, and details are what give your report credibility.

Negative aspects: Teacher diary data is recalled, rather than actually observed data. That means the sooner you make your diary entry after the class, the better. It is easy to put off writing (especially when you feel you have no time, tired, nothing special happened in class, or too many other things to do when you get home). In addition, it is hard to separate descriptive from evaluative comments. Comments such as “Good class today” are evaluative rather than descriptive in that they don’t tell your readers what happened to make the class good. You have to train yourself to write the details of what actually happened, as well as how you feel about it. Teacher feelings are important, but they are not the same as detailing what caused them.

For a teacher evaluating another teacher’s class, a diary is helpful; for a teacher evaluating her own class, a diary is indispensable. Without
a diary, you run the risk of using only quantitative data gathering instruments such as tests and questionnaires which can give reliable and valid data, but will make interpreting that data difficult. All data from your diary, even your reflections, has to be considered raw data. That means all entries have to be analyzed and interpreted.

Validation plan: If you are observing your own class, your teacher diary can become a valuable observation instrument, perhaps your only observation instrument. For that reason, validation must be carefully considered. It might be helpful for you to arrange your diary into four sections: history; emotional reflection; descriptive data; and reflective data.

To offer validation evidence for your history, you should make frequent diary entries even if you have to force yourself. At the end of the evaluation period write a history of the course as complete as you can. Consider collecting documents such as your local or school newspaper to search for external events that might have influenced your students during the observation period.

To offer validation evidence for your emotional reflection keep a record of your high and low moods, what made you happy, depressed, elated, satisfied, and so forth. This can be an indication as to your bias, or to put it more positively, your belief system. Try to match high emotional states to events that caused or at least seem related to your high mood. Similarly, try to match events to low moods. Can you state what might be your bias? If so, you can report this as part of your validation data in that it helps your readers understand and interpret your findings. Do the same thing for your teaching beliefs. How do events and bias indicate your beliefs? Your personal theory is a filter through which all observations pass. It is helpful to report your understanding of this personal teacher theory so your readers can take it into account.

To offer validation for your descriptive data, if you used Scribbles, Checklist, or Proforma, use the validation strategies mentioned there. Describe in detail how you collected your data. When did you write up your observations? Take readers through step by step so they can
follow and understand your data collection process. Search your data for themes. Code the themes, that is, give each theme a name, and see if you can relate your themes to your research questions. If you don’t have satisfactory research questions yet, try to use your themes to create new ones or sharpen your present research questions. Ask colleagues to look at your data, your themes, and your research questions to see if they can follow your logic. If they can, report this as validation data. If they can’t, work with your themes and RQs until they can.

To offer validation for your interpretations, ask a colleague to look at your interpretations (or hypotheses). Are they plausible? If not, what additional evidence would you need? Find a critical colleague who is willing to look at your data to see if they can find fault with your interpretation and give you an “alternative hypothesis.” Don’t pick your best friend or a person who tends to agree with you or share all your values. Finally, see if you can match your findings (your interpretations) with findings from other sources of data, for example tests or interviews. This is data triangulation and strengthens your findings.

11. Video. This refers to the video recording of all or a portion of a class. The purpose of video recording a class is to provide data to answer a research or evaluation question. For discussion on the use of video see Burns (1999, p. 94), Day (1990, p. 46), Galton (1995, p. 502) and Woods (1996, p. 37).

Positive aspects: Very small high-quality video cameras are now relatively inexpensive and available and many cell phones now include a video function. Video data can reveal things we might not otherwise notice. Video can give a detailed naturalistic view of life in a classroom, and a sense of being there.

Negative aspects: Cameras don’t see everything, only what they are pointed at, and they can’t be pointed at everything in a classroom all the time. You may have to buy the recording media, get the camera, and aim the camera. Video gets harder as the number of students increases. If you video a class for an hour, then you have to spend an
hour watching the video, and perhaps several hours transcribing the sound track, which may not be of high quality. In addition, video can be intrusive, and we run the risk of student reluctance to behave in a normal in the presence of a video camera, including students playing to the camera. There are certain ethical considerations given the fact that students may be recognizable on the tape. You may have to justify to an institutional review board (IRB) why you need to video students. If your students are under 18 years of age, videoing without parental or guardian permission is likely illegal. And yet video is a technology that is here, can be used, and for some kinds of research may be required. A school or department with video equipment, a budget, and staff to operate the camera would be helpful. You might want to try a small pilot study to see if video is helpful, worth the trouble, and provides the kind of data you want.

Validation plan: If your data are countable, adapt the validation plan from Audio Recording. If your data takes the form of words, look at how raw data are validated technique number two, Teacher Hand Held Recorder.

In conclusion, the purpose of this discussion of observation techniques is to demonstrate that many observation techniques are available, that they can be used alone or in conjunction with others. Regardless of how they are used, they all must be validated.

Observation techniques grouped by use

In Table 2 the eleven observation techniques discussed in this chapter are grouped according to the eight categories described in Table 1. The number in parenthesis behind each technique is the number of its listing. Each of the eight groups of observation techniques is situated in a particular research situation. If you are playing an outsider role, consult sets one through four. If you are playing an insider role, evaluating or researching your own class, consult sets five through eight. Decide if you have a predetermined category (you know what you are looking for) here called closed, or if you do not have a predetermined category (you aren’t sure what exactly you are
looking for) called open. Decide which observation techniques fit your situation and best answer your evaluation or research questions.

Observation techniques both in the classroom and in other research situations are time-honored data collection instruments. However, observation of the type necessary for research and evaluation requires a certain amount of attention that goes beyond what teachers typically do. Not every observation technique fits every situation. A major difference seems to be if you are observing another teacher’s class or your own. Sometimes validation reporting takes the form of counting and statistical analysis, but often it does not. In many classroom research studies, validation data of the data collection instruments are not reported. Whether we use quantitative or qualitative orientated instruments, we are obligated to report how we got the data, how the data were analyzed, how the data were interpreted, and what steps we took to investigate the integrity of our data-gathering process.

Table 2. Placement of Observation Techniques in Eight Categories

<table>
<thead>
<tr>
<th>Use</th>
<th>Observation category</th>
<th>Data collected in terms of Numbers</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observing another teacher’s class</td>
<td>Open</td>
<td>1. Seating Chart (8) Peer Observation (5)</td>
<td>2. In-Class Observation (4)</td>
</tr>
<tr>
<td></td>
<td>Closed</td>
<td>3. Checklist (2) Seating Chart (8) Structured Observation (9)</td>
<td>4. In-Class Observation (4) Peer Observation (5)</td>
</tr>
<tr>
<td>Observing your own class</td>
<td>Open</td>
<td>5. Audio Recording (1) Seating Chart (8) Video Recording (11)</td>
<td>6. Audio Recording (1) Handheld recorder (3) Proforms (6) Scribbles (7) Teacher Diary (10) Video Recording (11)</td>
</tr>
<tr>
<td></td>
<td>Closed</td>
<td>7. Audio Recording (1) Checklist (2) Seating Chart (8) Video Recording (11)</td>
<td>8. Audio Recording (1) Handheld recorder (3) Proforms (6) Scribbles (7) Teacher Diary (10) Video Recording (11)</td>
</tr>
</tbody>
</table>
Where can I read and find out more about observation?

Brian Lynch, in his book *Language Program Evaluation*, includes a section on observation as data gathering (p. 108). He also provides an example of a structured observation instrument, the Communicative Orientation of Language Teaching (COLT) scheme. He describes field notes in detail, with a helpful discussion on the difference between descriptive as opposed to evaluative comments. Anne Burns, in a book on action research, *Collaborative Action Research for English Language Teachers* (1999), describes in detail many observation techniques including a discussion of validation. Weir and Roberts in *Evaluation in ELT* (1994), discusses observation techniques. Genesee and Upshur, in *Classroom-Based Evaluation in Second Language Education* (1996), devote an entire chapter to observation and provide a framework for classroom observation. Vogt et al. (2012) invite confusion by using the term *sampling* to apply to observation, but have three chapters describe how to gather and use observation data.

**Discussion Questions**

Write some questions you had while reading about observation.

_________________________________________________________

_________________________________________________________

_________________________________________________________

**Task 1**

Describe a time when you observed something about your teaching or something that happened in your class that you thought was interesting.

_________________________________________________________

_________________________________________________________

_________________________________________________________
Task 2
How might this observation be framed as a research project?
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________

Task 3
Using the situation, you first noticed in Task 1 and reframed as a research project in Task 2, what observation technique(s) described in this chapter could you use to gather research data?
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________

Task 4
What additional data collection instruments might be helpful?
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
In this chapter, you will learn three ways of looking at diaries and journals, which topics diaries and journals have been used to investigate, and how you can use a diary or journal for your own research purposes.

While the first accounts of diary studies date from the 1970s (Schumann & Schumann, 1977), the use of written reflection on personal learning has only been popular in ESL classrooms from the 1980s onward (Bailey, 1991). Journals and diaries have been used to facilitate written dialogue between students and teachers, to assist self-assessment by teachers in training, and enable individual researchers to investigate their own learning processes. At the same time, the terminology to describe these instruments has grown increasingly confusing. Researchers variously refer to these instruments as diaries, journals, letters, logs, or some combination of these terms, and these instruments, by whatever name, have been used to investigate various topics such as evaluation (Parkinson & Howell-Richardson, 1989), learner characteristics (Bailey, 1995), learning context (Schumann & Schumann, 1977), learning processes (Schmidt & Frota, 1986), student self-assessment (Griffee, 1997b),
teacher reflection (Thornbury, 1991), and the writing process (Holmes & Moulton, 1995).

What is a general description or definition of a Diary?

The most popular term in the literature is some form of the word diary—here is a list of its variants:

- *diary studies* (Bailey, 1995; Campbell, 1996; Jones, 1994; Matsumoto, 1989, 1996; Schmidt & Frota, 1986)
- *learner diary* (Lowe, 1987; Parkinson & Howell-Richardson, 1989)
- *language learning diaries* (Peck, 1996; Schumann, 1980)
- *teacher diaries* (McDonough, 1994).

The next most popular term is some form of the word journal:

- *dialogue journal* (Carrell, 1990; Casanave, 1995; Holmes & Moulton, 1995; Meath-Lang, 1990)
- *student journals* (Casanave, 1994)
- *journal studies* (Numrich, 1996)
- *working journal* (Spack & Sadow, 1983)
- *journal* (Cummings, 1996; Bailey, 1980)
- *personal journals* (Meath-Lang, 1990)
- *classroom journals* (Lucas, 1990)

A third term is log:

- *listening log* (Kemp, 2010)
- *teacher research log* (Griffee, 1995)
- *teaching practice logs* (Thornbury, 1991)

If we look at these studies from the point of view of who was writing to whom, certain patterns emerge.

For example, Bailey (1991) divides diary studies into two categories:
in the first category, the diarists and the analyst are the same person, and the second, the diarists and the analyst are different people. Matsumoto (1989) calls the first group *introspective* and the second group *non-introspective*. Casanave (1995) prefers journals to diary studies, but continues the dichotomy. Her first category, corresponding to Bailey’s diarists and analyst as the same person and Matsumoto’s introspective writing, Casanave calls *learning logs*. Her second category, (corresponding to Bailey’s second category where the diarists and analyst are different and which Matsumoto calls non-introspective), Casanave calls *dialogue journals*.

I propose the global term *journal writing* which would be composed of three categories: *dialog journals* defined as student-to-teacher writing; *teacher journals* defined as teachers (or teachers in training) writing to a senior teacher or to each other; and *diary journals* defined as someone writing to herself. Figure 1 shows these relationships. The advantage of this model is that it simplifies the terminology, maintains the use of common terms associated with this type of writing, and relates them in ways, which are familiar to language teachers.

![Figure 1. A model of journal writing showing three types](image)

In this chapter, I will discuss journal writing using the three categories mentioned in Figure 1, namely dialog journals, teacher journals, and diary journals. For each type, I will discuss advantages and
disadvantages, key issues, and how you can do each type. I will discuss data analysis, reliability and validity for journal writing in general. Finally, I will conclude with a discussion of how diaries and journals can be used in research.

A word about the spelling of *dialogue* or *dialog*. Webster’s Student Dictionary (1992) lists both spelling; the Longman Dictionary of Contemporary English (1995) lists *dialogue* as British English and *dialog* as American English. In this text, I will use the simpler American version unless I am quoting another researcher who uses the more traditional spelling.

**DIALOG JOURNALS (DJs)**

Genesee and Upshur (1996) define a journal as a written conversation between students and teachers, while Ogane (1997) defines a dialog journal as a private written conversation between two persons. I would accept both definitions; however, the first definition applies to all journals and the second definition emphasizes the writing and personal aspect. In fact, a dialog journal could be on tape and DJs could be shared.

**What form might a Dialog Journal take?**

Many published reports of studies using dialog journals as a data collection instrument don’t report the physical aspect of the journal. Since the Dialog Journals are typically a form of communication between one teacher and several students, convenience is important. For example, for Griffee (1997b) and Ogane (1997) who were teaching large classes in Japan, the Dialog Journals were single sheets of paper turned in at the end of class. In a diary study I conducted in 2008, I passed out a piece of paper with short headings or questions followed by blank space for students to write in.

**On advantages and disadvantages of journal writing**

I will discuss advantages and disadvantages of each type of journal writing, but this discussion should not be interpreted as reasons for keeping or not keeping any of the types of journals. All data collec-
Instruments have strong points (advantages) but also weak points (disadvantages). To use a traffic signal as metaphor, an advantage can be interpreted as a green light saying go ahead, a disadvantage can be interpreted as a flashing yellow light saying be careful, slow down, think carefully about what you are doing because there are problems here, but then go ahead. There are no red lights in data collection, only green go-ahead lights and yellow caution lights.

**What are the advantages of dialog journals?**

Because Dialog Journals are between student and teacher, it can be argued that authentic communication can take place. It can also be argued that writing reduces stress (Ogane, 1997; Mahn, 2008) and increases communication between student and teachers. Genesee and Upshur (1996) state that journals provide for increased communication and thus provide feedback from students to teachers. Some students may feel reluctant to express their feelings about classroom learning publically in class, so journal writing may allow them to discuss these issues more privately. In this sense, journals provide an additional channel of communication between teacher and student. Genesee and Upshur (1996) also argue that journal writing allows for the possibility that students may increase their interest in their learning through the reflection that journaling involves as well as allowing teachers to get to know their students better. Mahn (2008) documents from his class how DJs help students make meaning, increase their confidence as writers, and develop their conceptual thinking.

**What are the disadvantages of dialog journals?**

Ogane (1997) says there is no empirical data that writing in dialog journals causes improvement in reading and writing. This lack of empirical studies may be because to the extent that a diary or journal is introspective, it’s hard to verify (Hilleson, 1996). Genesee and Upshur (1996) point out another possible disadvantage, namely that both students and teachers might need some orientation when first using dialog journals. In fact, some students may not participate in
the journal process, or may participate against their will (Holmes & Moulton, 1995; Ogane, 1997).

What are some of the key issues to consider?
Since any type of journal or diary can be used for a variety of purposes (evaluation, pedagogy, increased reflection, self-assessment, or research), you have to decide why you might want to use a dialog journal. Following are some potential issues and the decisions they raise:

1. If you collect the dialog journals and use their contents to support your research, do you plan to correct or edit them in any way?
2. Do you plan to use the diary data with other forms of data, such as interviews and questionnaires? How do they match and mix? Does each form of data exhibit a unique feature or point of view, making it necessary? Can you articulate what each unique feature is?
3. Which language can the students write (Hilleson, 1996)? If they write in their L1, do you plan to translate into another language for publication purposes?
4. Do you need to secure permission from your school to use data from DJs? If so, how should you go about doing that?
5. Do you know how you will identify various diary journalists? Will you use their first names, or initials, or a pseudonym?
6. Will you assess the DJs in any way?
7. Does the teacher respond to the Dialog Journal, initiate, give information and opinions or just ask questions (Ogane, 1997).
8. When will Dialog Journals be collected, and who will collect them? Researchers Griffie (1997b) and Parkinson and Howell-Richardson (1989) collected them at the end of each day.
9. Do you consider the Dialog Journal a private document between student and teacher or can DJs be shared? After
each journal writing, Fedele (1996) told students they could share what they wrote. She even had them (4th graders) share with a partner. About halfway through the year, she corresponded with the students to keep them writing about a topic rather than abandoning it.

10. Genesee and Upshur (1996) raise the issue of regular times for writing entries, collecting journals, and reading them. Would writing take place at a regular time, and if so, what time?

11. How will you deal with ethical concerns if student express feelings such as sadness and depression? If students write something in their journals that indicates to you they may harm themselves or others, what would you do? Genesee and Upshur (1996) recommend knowing school policy on confidentiality and notification of authorities. If no such policy exists, decide on one of your own.

TEACHER JOURNALS (TJs)

A Teaching Journal requires not only a teacher but students (otherwise it would be classified as a Diary Journal), and the students may be other teachers, graduate students, graduate level or late-stage undergraduate native English speakers or non-native English speakers (otherwise it would be classified as a Dialog Journal). A typical example of what I am calling a Teacher Journal is produced when a teacher, often a university professor, engages students in a training project.

What form might a Teacher Journal take?

The physical form that a TJ might take is any convenient writing form such as sheets of paper kept in a folder or a spiral bound notebook. Another way of thinking about the form of a TJ might take is its organizational form. For example, Francis (1995) had students keep journals in terms of four categories: teaching plans, reflective writing on the class, recording events which impacted their practice teaching, and a critical summary of their reading.
Thornbury (1991) gave his students seven categories for their diaries: the aim of the lesson, assumptions and anticipated problems, description of lesson, how trainee felt, assessment of effectiveness of lesson relative to aim, suggestions for improvement, and personal objectives for next lesson.

**What are the advantages of teacher journals?**

One advantage of TJs is that they can investigate issues from a subjective or insider point of view (Bailey, 1990; Numrich, 1996). This means that TJ data can complement data from instruments such as tests and questionnaires that investigate issues from more of an outsider point of view.

Another advantage is that TJs, like all diaries and journals, can engender reflection that may in turn produce change. This may be because TJs can uncover processes by which novice teachers learn (Numrich, 1996). Teachers in training may even use TJs to ask questions, and then use the TJ to increase reflection which may produces answers to those very questions (Porter, et al, 1990).

A third advantage is that TJs are low tech and easy to do. All that is required is the assignment, something to write on, and perhaps some organizing questions or categories. A fourth advantage is that TJs can allow students to tell their instructor where they are having trouble because the TJ is a safe place to ask questions (Porter et al 1990).

**What are the disadvantages of teacher journals?**

Bailey (1990) mentions that writing in a journal involves editing. This means that since we are not recording events as they happen, we are selectively remembering, or editing. Journal writers have to work hard to include objectively what happened as well as reflect on what they learned. For this reason, giving TJ writing categories as Francis (1995) and Thornbury (1991) did allows for the separation of what happened, what we felt about it, and what they learned from it.
What are some key issues for Teaching Journals?

Bailey (1990) mentions that confidentiality of participants must be taken into account. Increasingly, researchers are required by institutional review boards (IRBs) to submit their research plan for review and approval; one of the main concerns of IRBs is protection of research participants. Bailey (1990) also mentions participant resistance to keeping a diary. Researchers using Dialog Journals or Teacher Journals would be wise to have a policy in place for dealing with students who do not want to keep a journal.

DIARY JOURNALS (DJs)

You will recall that a diary journal is a document maintained by an individual writing a report to himself or herself on some topic area such as learning a language or teaching a course.

What form might a Diary Journal take?

Some teachers keep a separate journal for each class in spiral-bound 8 ½ x 11 notebooks (Isakson & Williams, 1996). It is also possible to keep a small note pad in pocket or purse for quick note taking during the day, and then transfer a fuller account later. Others write on single sheets of paper that they number and keep in a folder, and of course diaries may be digital.

Why keep a Diary Journal?

There are two broad reasons for initiating a Diary Journal. One is a discovery or inductive reason, namely that we want to explore and learn something. For example, we are teaching a course, maybe for the first time, and we are wondering about the curriculum, our pedagogical practice, or our student’s learning. We decide to keep a Diary Journal to record our thoughts and feelings that otherwise might be forgotten or overlooked when it comes time to evaluate and revise the course. On the other hand, we might have a specific problem we want to examine. This is more a deductive reason. For example, we want to investigate a particular problem or issue that has been on our mind, or that we have been reading about. Ellis (1989) used diaries...
in this way. He asked two teachers to keep diary journals to reflect on their learning. He then compared the results of the diary journals with the results of a questionnaire to investigate learning styles completed by the same two teachers.

**What are the advantages of keeping a Diary Journal?**

One advantage is that, as noted by Bailey (1995), being a diarist is somewhat like being a participant observer in an ethnographic study. If someone wants to be a participant observer, that is to say to be both participant in a situation and at the same time to be able to observe what happens, one has to either ask for permission to be there, or one has to sneak into the situation, hopefully unnoticed. But as a teacher in a course, you are perfectly situated because you are already there. You already have access to one of the main participants who, in the case of a diary journal, is you.

Another advantage of a diary journal is that there is a growing consensus that writing creates reflection, and reflection in and of itself is helpful (Cooper, 1991; Holly, 1989; Hoover, 1993). Journaling of any kind can be a rich source of data for whatever use we are looking for (McDonough, 1994). This can be helpful in research, especially extended research such as working on a thesis or dissertation. Borg (2001) documents how he used a diary to examine his own research and writing problems, and by examining and becoming aware of certain tendencies he was able to change them.

**What are the disadvantages of keeping a Diary Journal?**

Diary Journal entries, because they are about the self, have the potential to be personal or even painful (Bailey, 1995). Of course, no one knows about the diary except the person keeping it, and as McDonough (1994) points out, the diary data must be analyzed. The uncomfortable aspect of the diary might arise at this point simply because we tend to be more accustomed to holding our students up for evaluation than we are holding up ourselves for critical analysis.

A second disadvantage of the diary journal is that, as Campbell (1996) notes, the original diary is not published. Usually only
excerpts to support points are revealed. This makes comparisons and resulting conclusions difficult.

Finally, and more importantly, we are limited observers (Schmidt & Frota, 1986). We don’t see or notice everything. In addition, as Fry (1988) says, diary data are retrospective data, in other words, we make diary entries after the event. That means there is some memory decay or lapse between the time the event occurred and the time we write about it. In addition, we have no way of knowing if we are typical observers. We know that we are influenced (biased) by our background, concerns, and interests. Would others notice the same things we did? It is for this reason that data from diaries of any kind must be considered data to be validated. It is not the case that diary data is valid simply because it is written and recorded by us.

**How can I begin my own Diary Journal?**

Here are some possible suggestions to consider. First, just start. Find something with which to record your thoughts and begin. If a small audio recorder is handy and you don’t mind listening to the sound of your own voice, press the record button. If you want to use your computer, open a new document and start writing. If you prefer paper, find any notebook with some unused paper and begin writing. The essence of this tip is that starting something new is half the battle. The downside of this approach is that “haste makes waste” and what you do not consider may turn out to be a problem. For example, if in your rush to begin a diary you forget to list the categories that you might want to comment on, then later it may be difficult to include them. On the other hand, how will you know what the problems are if you don’t begin? One way to deal with the “just do it” approach vs. the “think about it first” approach is to say to yourself, this is just a pilot. Do a pilot diary journal for the purpose of finding out how it works and what the problems might be.

On the other hand, if you are a “let’s think about this” type of person, here are some things to consider. Are there any upcoming opportunities such as beginning a new course or a trip you are about to take, that could be an opportunity for diary-keeping? What physical
format such as type of notebook do you like? Are there any persistent problems that you have been wondering about that you could investigate with your diary? Where do you like to write? Do you have a special place to write, a special time, a special pen? Write out your questions and your answers to those questions. In doing so, you have just begun your diary.

**What kind of data typically results from Diaries and Journals?**

Diaries and Journals are virtual vacuum cleaners in that they can suck up anything. Data from journals can include daily events and related feelings (Schumann, 1980), impressions of people and circumstances in the environment of interest (Bailey, 1995), and critical inquiry focusing on practice (Holly, 1989). The data can take the form not only words, but frequency counts, pictures, drawing, and even snatches of conversation overheard or transcribed from tape recordings.

**How is Diary data typically analyzed?**

The most common analysis advocated in the literature reviewed here is to read the journal entries and find patterns (Bailey 1990, 1995; Borg 2001, Hoover 1993, Matsumoto 1989, McDonough 1994, Schumann 1980). Their advice is to read entries and notice themes, especially themes that reoccur. Then list the themes, perhaps with the number of times you notice them. This process, by the way, is similar to the statistical correlation procedures known as Factor Analysis in which a factor would be the same thing as a theme. The only difference is that your mind, instead of a statistical procedure in a computer, is doing the sorting, but the results are similar: a list of identified themes, and in the case of journal data, a series of quotes to back up each theme.

A second approach to journal data analysis is illustrated by Schumann and Schumann (1977). They report that they asked one question: what did the data reveal that was not known before? They decided this question was not answerable. So, they changed the question to: what did the data tell them about their language learning? This question was answerable, and it formed the basis for their
results, which they labeled as themes, and later they called them personal variables. These variables stated the conditions under which each of them best learned a foreign language.

A third approach is to connect the data to theory. Although Bailey (1995) suggests rereading and looking for trends by frequency or saliency, she also says that data from journals can relate to theory without saying exactly how. She might be suggesting that one has a theory and can use data from journal entries to confirm or disconfirm the theory, or she might be suggesting that one can use data from journal entries to create a theory. Fry (1988) also allows for theory in the form of a framework as useful for understanding data from journals. Fry (1988) raises three possible uses for data from journals: 1) to generate hypotheses, 2) to provide insights into learner strategies, and 3) to give insights into second language acquisition. He agrees that diary data can be used for the first use, generating research hypotheses. If the second use is desired, investigation of learner strategies, then he thinks is appropriate for the categories to emerge from the data. This is essentially the first approach to analysis. If the third use is desired, namely research into second language acquisition, then he wonders if journal data are appropriate. However, if that is the desired use, it will be necessary to describe the categories and framework carefully so other researchers can use them and verify them. Describing categories and framework amounts to describing the theory one is using. A fourth approach to analyzing data from diaries and journals is to analyze the data in terms of categories derived from discourse analysis. For example, Ogane (1997) used categories based on Peyton and Seyoum (1989) such as topic initiation and responses.

**How can I calculate reliability and validity?**

Reliability and validation evidence is seldom provided in diary study research. Perhaps such evidence tends to be ignored because subjective self-report data is assumed to be both reliable and valid. The reasoning is, if someone reports his or her own observations, thoughts, and ideas; how can that person be mistaken? I have listed
many reasons in the disadvantages section of this chapter that suggests otherwise.

The main argument for investigating and reporting reliability and validity is that all data collection instruments have to account for it, and diaries and journals are not exempt. Because reliability and validity are seldom if ever mentioned in studies using data from diaries and journals, there is not much to draw from. What follows are some possibilities.

1. Triangulate diary data and recorded data of a similar type. Schmidt (Schmidt & Fronta, 1986) wondered how the occasional data he was gathering from his conversations in coffee shops would compare to more systematically collected data. He tape-recorded long stretches of conversation between him and his teacher (Fronta) so he could analyze and compare the two types of data. Another approach to validating journal data through triangulation would be to gather data from two different data collection instruments. For example, we could create a questionnaire that asked about learning styles, and also gather data from student journals on how they best learned in class. We could then compare interpretations from each of the instruments. If the conclusions we reached based on instrument matched or supported those of the other instrument, we could claim validation.

2. Stability of results over time can point to reliability. If the analysis of diary data consistently shows the same or similar results, these results could be an argument for reliability and thus validity of the data.

3. Bachman (1990) describes construct validity as the extent to which what we find in our data matches what we expect to find based on our theory. In other words, we can argue for construct validity of journal data if first, we define what we are looking for (our construct) and second, show that our data and analysis is consistent with what we found. The key is to define the construct we are using.
4. Use peer review to establish validity (Miles & Huberman, 1994, p. 277). Peer review means finding a person with sufficient knowledge to understand the study; this person cannot be directly involved in the study, however. This person (the peer) can be asked to comment on their ability to trace a path from raw data to your conclusions. A series of three questions can be asked of a peer reviewer: Are my conclusions plausible? Can you think of alternative conclusions? Do you think my conclusions are not only plausible, but correct? These results can be offered as validity evidence.

How can diaries and journals be used in research?

Researchers conducting diary studies often wonder about the validity of what they are doing, and their concern frequently focuses on the issue of generalizability (Bailey, 1980, 1991; Hilleson, 1996; McDonough, 1994; Matsumoto, 1989). One reason that generalizability is mentioned as a quality that is lacking or impossible to obtain in diary studies, is because of the low N-size, that is, the number of persons involved in the study (Bailey, 1991). As a result, it is often lamented that the findings from diary students do not, indeed cannot, generalize beyond the diary study itself. This is a misplaced argument because generalizability is a characteristic of a research design, not that of a data collection instrument, and a diary or journal is a data collection instrument, not a design. Understanding that a diary is a data collection instrument and not a research design relieves diarist from the burden of showing causality and generalizability of their data, but it increases the burden of showing reliability and validity of their interpretations based on that data. At the risk of being tedious, I would like to expand on this argument.

Generalization is the ability of a study or investigation to apply its findings to other situations that are reasonably similar to the original study. It is sometimes called external validity in contrast to internal validity, and is a concern of design—the blueprint of relationships
within a research study. For example, survey research design shows the relationship of a sample to a population while an experimental design spells out the relationship of variables of interest in two (or more) groups or at two (or more) times within the same group. No matter what the design, there is a concern with showing how causality and generalizability are developed in research. A data collection instrument (DCI), on the other hand, is a way of collecting data. Examples of data collection instruments include questionnaires, interviews, and classroom tests. Unlike designs, which are concerned with causality and generalizability, DCIs are concerned with the quality of the data they collect, better known as reliability and validity. To use a metaphor of space, designs are like suns, some burning brightly, some in the process of dying, and some being born; DCIs are like planets, humbly revolving around suns.

Journals are data collection instruments, not designs

Keeping a diary is a form of collecting data, not a way of designing a research project, which would have to show causality and generalizing results. As stated earlier in the Introduction to Research Design, any design can accommodate any type of data. A design without data is an empty shell, and data without a design is meaningless.

Data must be analyzed, as Bailey (1991) rightly points out, but data alone do not give a purpose or reason for its collection, does not explain itself (you need a theory for that), does not show causality, and does not generalize to other situations. Therefore, we can’t compare data from diaries with the experimental research design because that would be to compare apples (a form of data collection) with oranges (a design).

How should diary studies be used? We have to recognize that diary data by itself is weak. This is not an attack on diary data as an inferior form of data; the same weakness can be said for any single form of data including that from standardized tests or interviews. Given current research practices, it is doubtful that data from diaries and
journals should be used alone. Probably, data from a journal is best used in a design for triangulation with data from other data collection instruments (see Ellis, 1989; Schmidt and Fronta, 1986), but this is not a point I would insist on.

Now we are ready to talk about the role of N-size in diary studies and the role of N-size in relation to generalizability. How can we take the insights of one person and generalize those insights to the situation of others? The broader question is, how does data generalize, and what is the mechanism?

The authors of many diary studies accept the notion that samples generalize to populations, and samples suffer if they are few in number and are not typical of the population. For example, Bailey (1991) says that low N-size results in a situation that may inhibit generalization, and Matsumoto (1989) questions whether findings from diary studies may be generalized at all since the data from a single informant may be idiosyncratic. This form of generalization, namely from a sample to population, is often attributed to experimental design, but in fact is that of survey design. Most designs, including the experimental design, use another form of generalization. They use data from their subjects, be it one or many, to create a *theory*. Statistics may or may not be involved, but if statistics are used, they are used internally in the study to show causality, not for purposes of generalizing to a population. In designs such as experimental and case study (but not survey design), the theory promotes or allows generalization to other situations, not data from the number of persons involved. There is no reason why a diary study producing data from even one person cannot be used to create, confirm, or disconfirm a theory.

By way of summary and conclusion, here are some take-home lessons:

- A diary, journal or log is a type of data collection instrument.
- Data resulting from diaries, journals, or logs are valuable forms of data, especially when used with other data collection instruments (tests, interviews, observation
protocols, questionnaires) in the context of a design for the purpose of data triangulation.

- As with any data collection instrument, if used for research, data from journals requires reliability and validation evidence.
- Results of research using data from diaries and journals can be used to create theory; from that theory, generalizations to other situations can be stated as hypotheses subject to further testing.

Discussion Questions

Write some questions you had while reading about diaries and journals.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 1

Which of the three types of journal approaches discussed in this chapter (Dialog Journals, Teacher Journals, or Diary Journals) would be most interesting for you to try?

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 2

Keep a journal on a topic of interest for one week. Make at least one entry per day on a topic of interest. At the end of the week, analyze your data. What did you learn? Report to the class.

Task 3

In the journal assignment in task 2, did you start from an inductive,
bottom-up stance (I just want to use a diary and see what happens) or from a deductive, top-down stance (I know what I am looking for and I want to get some data on that topic.
Scholarly Practices
Although research findings are, to some extent, always inconclusive, practices unsupported by research are even riskier. (Swaffar & Bacon, 1993, p. 143)

In this chapter, you will learn: the format of the standard research paper, and how to structure, search, and write a research paper including literature review. Even though every research paper is unique, there is an organizational pattern many research papers tend to follow; I will refer to as the standard form. Later, I will discuss possible alternative forms associated with qualitative research procedures. It is important to remember that the process of writing and research is recursive--you may write a section, move on to another section, and then go back and revise. In that sense, writing a research paper is not always a straightforward process. The standard form of the research paper can be used as a guide at the early stage of your research project as a checklist, and again later as a writing model at the end stage of your research. This is important because if one of the sections described here is missing from your paper, you may be less likely to convince readers that your research is sound.
Levels of headings

Three levels of heading are usually sufficient for most research papers, but see APA (2010, p. 62) for examples of up to five levels. Following is an example of a three-level heading. The first level is centered with title case headings, the second level is flush left, italicized with title case headings, and the third level is indented, italicized, lowercase paragraph headings ending with a period. Figure 1 shows how three levels look in terms of visual placement.

```
<table>
<thead>
<tr>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
</tr>
<tr>
<td>Introduction including purpose and research questions</td>
</tr>
<tr>
<td>Method</td>
</tr>
</tbody>
</table>

Participants (begin on next line, indent and begin with a capital letter)
  All students were ... . (if you need subcategories, see next line)

  First year students. First year students consisted of ... (if two subcategories are needed, indent and begin the next line)

  Second year students. Five second year students were from China ... .

Materials

Procedures

Analysis (A proposal stops here, but includes references and appendixes.)
  Results
  Discussion
  References
  Appendixes
```

Figure 1. Three levels of headings in a typical research paper format

Title case refers to a system in which the first letter of main words in a title are capitalized, but all other letters are in lower case. An example of title case is: War and Peace. You’ll notice that the word “and” is not capitalized.

The Title

Creating a good title for a research paper does not usually receive attention, but for many TREEs it can be a challenge. The title of a research paper is important because it creates the first impression of a paper. People may decide to read or not read a paper simply by the title. If you send your manuscript to a journal, your title may determine to whom the journal editor assigns it to for review. The APA
The Abstract

Abstracts force us to synthesize what our research is about; they are written primarily for three reasons: they are submitted as part of paper manuscripts to journals; they are sent as part of the application package for conference presentations; and they function as a summary which readers use to decide if they want to read the whole paper. An abstract must include a lot of information in a short space, and are typically limited to a specified number of words. Often conference application forms provide specific formats for abstract submission.

Below are some guidelines from Brown (1988) that might be helpful in writing an abstract. An abstract can include a statement of topic, the purpose of the article, a description of participants, a list of mate-
rials used in the research, an explanation of materials, the statistical analyses used, a summary of results, and implications for the field. Tuckman (1999) offers a slightly different list of suggestions. He suggests an abstract should be 100 to 175 words, single-spaced in block form, which means no indentations, and include sections on problem, method, results, participants, type of research design, statistical significance levels, and conclusions. Finally, use only standard abbreviations and acronyms in your abstract.

The Introduction

The introduction is different from most other sections of a paper in that generally, the word “Introduction” is not used. One just begins. Introductions to academic papers come in many sizes; there is no “one size fits all,” but they must make sense to the reader. One way to grasp the structure of an introduction would be to read articles in one or two of your favorite journals to see how they do it.

Swales (1994) suggests beginning your paper by stating in a general way why this topic is interesting to your academic field. Second, include a statement of the problem using the present tense. Citation is optional for this step. State why this problem is important. This step has several possible versions. If you see a gap in the literature, your paper fills that gap. You can begin with words such as “however,” or “nevertheless.” If you are raising a question, your paper answers this question, if you are continuing a tradition, your paper is making a contribution, and if you are refuting a claim, your paper substantiates a counter claim. Many research papers put their purpose next followed by a literature review and research questions (RQs). Figure two shows the structure on the left and an example of the structure on the right.
A literature review can be understood as its own form of research called *secondary research* or sometimes referred to as *library research*. If you don’t do a literature review, in other words if you don’t read any background, then your only resource is your personal experience because you are unaware of the published findings of others. The literature review keeps TREEs from “reinventing the wheel” in that it tells them and their readers what researchers in the field have done, so they can build on their results and not keep repeating findings that may be irrelevant. If many or most practitioners in a field do not publish articles with literature reviews, it would become difficult for that field to progress because knowledge would not accumulate.

For years it was always a perplexing issue for me as to which tense to use in writing various parts of a research paper. It made sense to use the past tense in all sections because the research had already been accomplished. However, Swales and Feak (2004) have surveyed research papers using the IMRD (Introduction, Methods, Results, Discussion) model, and conclude that the present tense is more common in the introduction and discussion while the past tense is more common in the method and results section. While “common” does not mean “always”, I think this is good advice.
How to write a Literature Review

The literature review is the star of the introduction show. In fact, the literature review is so prominent that many TREEs, if they do not read journal articles carefully, may overlook other important parts of the introduction such as statement of the problem, the purpose, and the research questions.

The most obvious feature of a literature review is the discussion and citation of relevant published material including journal articles, books, reviews, reports, conference papers, and even personal communication, all of which taken together can be called the literature. Citation of claims is important because at this point, readers are not interested in opinions. A literature review can be from one paragraph to several pages, but regardless of length it should be a synthesis of what is relevant, not just a list of one thing after another, and it must directly support your research questions.

For many TREEs, there is a misunderstanding about what goes into a literature review and why. It is often believed that a literature review is a gathering and analysis of all the material that has been written on a topic or at least all the material that is relevant to your topic. This is obviously impossible. It may be helpful to look at your research question (RQ). The RQs guide the construction of a literature review. If material is not relevant to your research question, it is not relevant to your literature review. The literature review is also the location of theory in your paper. Even if there is no formal theory about your topic, the selection, argument, and synthesis of relevant papers constitute the working theory of your paper. In confirmatory research, the literature review is where you define the construct.

Purposes of a literature review

The literature review serves many purposes.

1. It motivates the study and provides background (Bill vanPatten, personal correspondence, February 14, 2009). In
fact, in addition to the term literature review, terms such as background and context are becoming more common. There is a strong connection between the literature review and research questions. This connection is so strong that we should be able to read the literature review and almost anticipate the research questions.

2. It educates readers on your topic. Many literature reviews are, in fact, short histories of a topic.

3. A literature review identifies your intellectual history by telling readers what you have read and what traditions you draw from.

4. It identifies your sources. The literature review provides a paper trail indicating where to find the articles, books and other resources used. In that sense, it is a source file for others to access.

5. It provides researcher and readers alike ideas for further research. Literature read for the literature review may give a researcher ideas as well as possible research designs to draw from, replicate, or modify. For example, in doing a literature review, you may come across problems mentioned by other researchers that you might not otherwise been aware of, and these problems can be addressed and/or can become research questions.

The downside of a literature review is that it is difficult to write. This is because it is not always easy to know what to include or exclude, sometimes it is difficult to find sources, and other times there is too much material. Knowing how to synthesize material is a major problem for most writers. Lastly, it is often difficult to know how or where to begin a literature review because it requires special search skills.

Two scenarios of getting started

*The case of inexperienced Ralph*

Ralph is a senior taking a graduate level research course for the first
time, and a research paper including a literature review is required. Ralph has never written a research paper before and certainly not a literature review. In fact, he really isn’t sure what a literature search is or how to go about doing one. After much thought, Ralph gathers himself together and thinks, “I can do this.” The problem is he is not sure what “do” and “this” really mean.

Ralph decided that he has two choices: he could talk to his professor or he could visit the library. Since his professor had suggested in class that anybody having trouble with the paper make an appointment to talk about it, Ralph decides to try this first. He explains to his professor that he has no clear idea of a research topic, no idea of how to collect data, and no idea of what a literature search is or how to do it. The professor knows that Ralph is an undergraduate in a graduate course and probably has little specific content knowledge or search skills. He also knows Ralph, unlike some of the graduate students, is neither a teaching assistant nor teaching a class of his own. The professor suggests that Ralph use their class for his study, and that the topic be a survey of what first-year graduate students think about research. He tells Ralph to go to the library and locate at least five general reference books on research methods since these books often begin with a “What is research?” chapter. From this literature Ralph is to synthesize his findings and make a model to answer the question, “What are three, four, or five aspects of research?” From each of these aspects, Ralph is to formulate one or two questions that reflect the aspect. He then can interview most or all of the class to ascertain what these graduate students think of each aspect, and write the report based on that data. Ralph goes to the library and asks the librarian how to locate these books. He locates five such texts, checks them out of the library, takes them home and begins to read and take notes.

The case of experienced Wanda

Wanda is an Assistant Professor who must do research and publish her work to keep her job and get tenure. Her experience includes a master’s degree followed by three years of doctoral level courses in which empirical research papers were regularly assigned. She took
an additional four years to research and write her doctoral dissertation. Then followed two years of working at another college, during which time Wanda did not do much research, perhaps as a natural response to years of sustained pressure working to complete her doctorate. Wanda is ready to research again, but she is interested in an area outside her doctoral work. This means that the content is new, but she can draw on her previous research skills and experience.

Wanda first wonders what journals she can search. She brainstorms a list of journals she is familiar with that might have articles on her new topic. She wants to know which of these journals the library has and which it does not, so she goes to the library’s web page and finds out. Those journals the library has in the stacks can be physically examined. Those journals the library does not have can still be searched on-line for their tables of contents. Wanda is interested in two things: journals that she can get her article published in and also journals that contain relevant articles for her literature review. Wanda searches the journals published in the last six years and copies relevant articles to read. From the on-line journal table of contents, she makes a list of possible articles and goes on-line to order the articles. She now has approximately nine articles, one of which has an extensive reference section which Wanda reads carefully; she is delighted to find at least an additional ten highly relevant article citations, some of them in journals outside her field and previously unknown to her.

How do I know what to look for?

It is helpful to think of literature as a plural noun because multiple literatures might be involved. When beginning a literature review on international teaching assistants (ITAs), I decided to look for literature in the areas of ITA issues and performance test criteria. As I searched, found, and read articles, I modified my literature search categories to ITA issues, ITA performance test categories, performance test theory and construction, and test validation. Having these
four literature categories helped me make my search more comprehensive.

How do I take notes?

The main problem with taking notes is that the notes tend to follow the content of the article or chapter being noted. Note taking also tends to be influenced by whatever problem is currently on our mind. For example, if one article is about apples and oranges, if the TREE is thinking about apples, the notes tend to be about apples with little attention paid to oranges. On the other hand, if another article is mainly about oranges, the notes tend to be about oranges. This makes it hard to compare and contrast notes in order to arrive at a synthesis. Another problem encountered by TREES in their note-taking is that some papers are long and complicated, leaving the TREE to wonder how much data should be included.

What usually happens

What usually happens is that we receive an assignment to do a research paper, go on-line or to the library, find some material, read the materials, take random notes, and from our notes write our literature review. (Random note-taking is taking notes on one paper (P1 in Figure 3). Often, we are sensitive to certain issues on our mind at the time. Then, later, we read another paper (P2), with another set of interests and issues. This random note taking process makes it very difficult to write a synthesis because our notes reflect our various interests at different times. As a result, we often write a “beads-on-a-string” literature review—a one-thing-after-another literature review. Author A says this, author B says this, and so on.

What’s wrong with a beads-on-a-string literature review?

The problem is that not only is it boring to read, it is almost impossible to understand. It has no point, no structure, no sense of direction, and ultimately no meaning. After about a page or so of reading
a beads-on-a-string, one-thing-after-another literature review, a reader begins to ask, “Why am I reading this?” and if possible stops reading.

<table>
<thead>
<tr>
<th>Literature Area</th>
<th>P1</th>
<th>P2</th>
<th>P3 etc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Note contents</td>
<td>Apples and Oranges</td>
<td>Apples and Pears</td>
<td>Pears and Peaches</td>
</tr>
<tr>
<td>Literature Review</td>
<td>One thing after another beads on a string review, or a confusing mix.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. The flow of a beads-on-a-string literature review

What is lacking is a filter or a screen that could be used to unify the data from the papers and help write a synthesis. For example, categories from Boote and Beile (2005) can be adapted as can be seen in Figure 4. Asking and answering the same questions of all articles, increases the possibility of achieving a synthesis. It is not important that you use these categories, but it is probably necessary for you to devise a systematic way of note-taking. It is also important that note-taking categories be related to purpose and research questions.

Some definitions of the terms in Figure Four

*Coverage* means the criteria for inclusion or which academic areas, here called literatures, to include in the literature review. *Synthesis* means a summary of various insights from various papers. Synthesis is what is generally accepted as traditional note-taking procedures. The three questions in the synthesis section are difficult to answer, but they push your depth of reading and understanding. *Methodology* refers to the design used in the paper. *Significance* means importance.
Figure 4. Possible categories for notes for a literature review

<table>
<thead>
<tr>
<th>Literature Area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>P1</td>
</tr>
<tr>
<td>P2</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>etc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Note Contents filtered through a category</th>
<th>What does this paper say?</th>
<th>What does this paper not say?</th>
<th>Main methods used in the paper</th>
<th>Significance of this paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature Review</td>
<td>A literature review in four parts: What does this paper say, not say, what methods are used, and what is the significance of this literature area?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. A model of literatures and note taking categories used to create a literature review

An explanation of the model in Figure Five

From a literature, published papers (P1, P2, P3, etc.) are identified, located, read, and noted. Note categories are decided on. In Figure 5, the note categories are what does this paper say, not say, what are the main methods used, and what is the significance of this paper. These categories can act as filters. For each paper take notes using these categories. Using the same note taking categories for all the papers makes it possible to create a synthesis.

After you have used these categories to note several papers, you can
begin to write your literature review. Using your answers to the first question (*What does this paper say?*) you have notes from all your papers answering this question. Pull those answers together and you have a synthesis of answers to the first question. Continue with the other categories. These note-taking categories come from Boote and Beile (2005); if these categories are not appropriate, create categories that are. The categories should make sense in terms of the purpose and research questions.

**What if nothing has been written on my topic?**

With thousands of articles being published every year, it is doubtful if absolutely nothing has been researched, written, and published on your topic. However, let us assume that nothing has, or at least you cannot find anything. It is not enough, however, to simply state that no publications exist for at least two reasons. First, it is not likely that anyone will believe that nothing has been written on a topic, given that so much has been written on so many topics. *Gatekeepers*, a way of referring to those persons in charge of accepting or rejecting research papers including journal editors, journal reviewers, conference reviewers, and course instructors, will probably challenge such a claim. Second, it is impossible to prove a negative. You cannot prove that something does not exist.

If you wish to make the claim of no publication, you will have to demonstrate clearly that you have searched the literature and come up empty-handed. To do this, your first step would be, as plainly as possible, to define your topic so readers all know what you were looking for. Next, you should list all the databases you searched and the descriptors you used. Then tell us what you found and why those findings do not fit your topic. Then identify related fields. For example, if you are working in applied linguistics, related fields might be psychology, sociology, literacy, developmental education, and communication studies. Explain why these fields might contain publications informative to your topic. Then examine each of these fields in the same way you examined your primary topic area. Demonstrate that you have carefully searched these areas by telling
us briefly but exactly what you searched, how you searched, what you found, and why these finding do not apply to your topic. One of two things will probably happen: you will have convinced the gatekeepers and other readers that you have diligently searched several literatures and found nothing, or, and this is to be preferred, you will have found many relevant publications. Either way, you have performed a literature search and have much to write about.

The relationship of Literature Review, Purpose and Research Questions

It would appear when reading a typical journal article that RQs come from the literature review since if one reads a paper from the beginning, one reads the literature review before reading the research questions. However, probably the reverse is true. The literature review is inspired by and must support the research question, not the other way around.

What can we say so far?

A complete introduction to a research paper includes five parts: a general topic indicator, a statement of the specific aspect of the topic or a statement of the problem, a literature review, the purpose of the paper, and one or more research questions (see Swales, 1990; 2004). However, if the literature review is long, it might be a good idea to put a preliminary purpose before the literature to remind readers of your research purpose while they are reading the long literature review. You do not want readers asking themselves halfway through your literature review, “Why am I reading this?” Another approach is to spread the literature review throughout the entire paper (Boote & Beile, 2005), in which case a research question might be the final product of a paper using an ethnographic design rather than a starting point of a paper using an experimental design.
A statement of purpose and one or more research questions (RQs) typically follow the literature review. Since the purpose statement is often only a paragraph and a single research question is often only one sentence, it is easy to ignore the significance of this critical section. There is no rule on how many RQs to have, but most papers have two or three. On the other hand, a thesis or dissertation may have five or six since it is typically a book-length work.

To grasp the importance of the purpose and research question(s), imagine a playground in which there is a teeter-totter (also known as a seesaw), which is a long board balanced over a fulcrum. A child sits on one end and balances another child on the other end, and together they push themselves up and down. The purpose and RQ function as the fulcrum balancing the question (statement of the problem, literature review) and the answer (method, results, discussion). The power of this image is that it illustrates that the purpose and RQ not only balance the question and answer, but they connect them. For example, a literature review is justified by the purpose and RQ that help the researcher decide what in the literature review to include and exclude.

One example of a complete introduction

To illustrate, here is an example of an introduction from Griffée (unpublished) showing in bold the title, general topic or “why this topic is interesting to the field,” statement of the problem, literature review, purpose, and the research question.
Title Student Estimation of High School Preparation in Researching and Writing an Academic Research Paper

General Topic and/or why interesting to the field. Because of its basic position in the curriculum, Freshman English has been described as one of the most demanding, challenging, and complex of educational experiences (Feinstein, 1950).

Statement of the problem. One of the major challenges of first year English is an assignment to write an academic research paper (ARP). Nevertheless, many college instructors believe their students have not been adequately prepared in high school to write a research paper.

Literature Review. For example, Fletcher (1963) claims that high school libraries are not adequate to support a full term paper. Taylor (1965, p. 127) maintains that first year students are not equipped to carry on meaningful literary research, and that high school English teachers are not prepared to offer expert guidance and instruction. His image of the ARP is that of students “regurgitating the thoughts of others” and of “stringing together of quotations.” Relying on interview data, Schwegler and Shamoon (1982) support the claim that ARP writing is a factual information gathering exercise. Gaston,
Smith, and Kennedy (1995) say that entering freshman have fuzzy knowledge of research, distortions, and incorrect impressions from high school. They observe that students do not see the point of research because they have never been exposed to research.

Baird (1992) claims “overwhelming and widespread apathy in today’s high schools” (p. 66) relative to writing in general and the academic research paper specifically. In an informal survey of 100 of his freshman students, Carino (1984) estimated that about 60% of his students had written term papers in high school which he characterizes as comprising: 10 pages in length, a narrative summary of an overly broad topic, not limited in scope, often a biography on the life of a great person, and containing non-acceptable references, for example, magazine and encyclopedia articles. He concludes “[T]he research-writing experience that students gain in high school does not prepare entering students to write the research paper required in freshman writing courses” (Carino, 1984, p. 6).

**Purpose.** The purpose of this article is to discuss the nature of preparation high school students perceive they received researching and writing an academic research paper in high school. Developmental educators would be better able to structure classroom class activities if they not only knew the experiences that shape student's present perceptions towards writing, but also knew how these perceptions can be responsible for current writing problems.

**Research Question.** The specific research question is, do students in a first-year college English course who are researching and writing an academic research paper rate their high school training as adequate preparation for that task?

**Participants**

The *Participants* section of a paper describes the persons involved in the study. Typically, they are students in your class, often the whole class, but depending on the purpose, research questions, and practical considerations, participants could also be a single student, a small group of students, all the students who visited the writing
center this semester, or even very large groups of persons whom you do not know and have never met such as all the persons in this year’s incoming freshman class.

The purpose of the Participants section is to describe the persons in the study in enough detail that the reader can understand who they are. The question the reader has is, “Are these participants similar enough to my students so that the results of this study might apply to them?” If the participants are not described, readers cannot answer this question, thus your conclusions cannot be generalized to other situations. The research design could be mentioned and discussed in the Participants section to the extent it effects how participants are selected.

Some of the questions for you to consider in describing your participants are: how many, age, gender, when and where investigated, school level, course description, day/hour of course meeting, their majors, language proficiency, why these persons were selected, their academic background, whether they are graduate or undergraduate, their language background, where they are from, their socioeconomic statuses, their place of origin, their class attendance, who dropped out, who the researcher was, was the researcher also the teacher, (and if so, was the researcher the only teacher involved)? If there were other teachers involved, who were they, how were they selected and involved, and what did they do? Reporting on your role as researcher is a fairly new development, but is now being done because in a post-positivistic world the researcher is not seen as an outside, uninvolved observer. Rather, the researcher can and does play a role, so researchers describe their own role in the process.

How many questions about participants must you answer? There is no specific number, but you want to answer enough questions for readers to “see” your participants. The criterion for any category of information is, “Does this descriptor fit my research question?” For example, if your research question involves the family life of your students, then you need to describe participant’s family. If your purpose and research questions do not involve family life, then probably such information would be superfluous.
Finally, you should consider how you will gather participant data. All teachers know some of the basics about their students such as gender and their attendance record, but may not have other information such as which students live with their families or in dormitories. You do not want to find yourself writing your research paper after the class is finished only to discover certain information about your students is necessary to fully discuss and explain your results, but that you do not have this information. By that time, it might be difficult or even impossible to locate students to ask for it. To avoid this situation, decide early on what information you need, and devise a procedure to gather it. This might include having students write something about themselves and asking their permission to use this information in a study, conducting interviews, or making a simple questionnaire for students to complete.

Materials

The purpose of the materials section is to describe materials used in the study and explain their function. For most teachers, materials are usually data collection instruments such as questionnaires, tests, observation schemes, compositions, diaries, homework, or interviews, but materials could also include equipment such as audio recorders or video cameras. Equipment should be described; data collection instruments, space permitting, should be included in the appendix so readers can see for themselves what participants used.

Data collection instruments should be described in detail including how they were prepared and piloted, how reliability was calculated; and how they were validated. If the instrument was a test or questionnaire, what was the scoring method? At this point, don’t explain how materials were used—this belongs under Procedures. Similarly, don’t give actual scores—these belong under Results.

To summarize:

1. List each material and piece of equipment in the order it was used, or list materials by research question.
2. Tell how it was prepared.
3. What was its purpose? For example, which research question did it answer?
4. How was it piloted?
5. Give reliability estimates derived from the pilot. Later, in the Results section, provide the reliability for the actual results in your study. Each time an instrument is administered, reliability should be calculated because it is not a universal but a characteristic of a set of particular scores (Thompson, 2003).
6. Provide scoring or rating scales.
7. Tell us how the instrument was validated.

Procedures

For each piece of equipment or each data collection instrument, explain how it was used and what the participants did. For example, if a questionnaire was administered, readers would like to know how many students actually filled it out, what were the environmental conditions (room, time of day), and how long it took to complete the questionnaire. It might be a wise idea to begin and maintain a log in which this type of information could be jotted down and dated. The issue in the method section is replication. In other words, does a reader have enough information from your report so that, if they wanted, they could do the same thing you did.

Analysis

The analysis section has various names including data analysis, design, and statistical procedures. According to Brown (1988) the purpose of the analysis section is to tell readers how the data were analyzed in order to answer the research questions. In your analysis section, it would be appropriate to state the research design you used, which analysis you employed to answer each research question, why you used that particular analysis, and what it will tell you.

State the Research Design. If you haven’t already, state what
research design you are using and give a citation so your readers can read more about it. Common research designs are experimental designs and quasi-experimental designs, but case study and survey designs are also well known. The research design was probably first mentioned in the literature review, and possibly mentioned again in the Participants section. If the research design impinges on the analysis, state how that impingement works. For example, in an experiment or quasi-experiment design, probably the control and experimental groups will be compared and the resulting data analyzed, and how that data will be analyzed can be explained here.

**State which Data Analysis you used.** To report your data analysis, consider your research question or questions, and ask yourself how you plan to answer each question. By “answer each question” I mean what kind of data collection instrument you plan to use, what kind of data you plan to get from it, how you plan to analyze the data, and how the results of that data analysis will answer your research question. If a statistical procedure is performed, for example to compare pre-test to post-test scorers of experimental and control classes, then report the statistic you plan to use, why that particular statistic was selected, what its assumptions are, and what you hoped to accomplish by using it. In the examples below, two scenarios are described in regular text and the actual analysis is in **bold** text.

*Example one*

Your colleague Amanda teaches two classes of developmental English. Last semester in one class she taught the way she usually does—she lectured the genre organization and writing plan. In the other class, she tried a new brain-based technique she read about in Smilkstein (2003) in which she workshopped both the genre organization and writing plans. Amanda decided to use a quasi-experimental design with a control and experimental class because she wanted to compare her two classes. Her research plan was to grade the final composition in both classes, and if the treatment class scores higher than the control class, she would argue that her innovation worked. Her data analysis will be a statistical test called a *t*-test, which is designed to measure statistical differences between two sets
of scores. Her research question is, “Will students in a basic writing course using a brain-based curriculum increase their writing ability as measured by final test scores compared to students in a course using a traditional curriculum?” Her analysis section might read as follows:

A quasi-experimental post-test-only design was employed using a control and experimental group. Final compositions from both classes were scored and assumptions for a t-test were checked including equality of variance. An alpha p-value of .05 was set.

**Example two**

An ESL teacher, Griffée (1993), wondered how the conversations his students studied in textbooks compared with natural conversations between native speakers (NSs). He found various ways to analyze conversations. Then he found two textbook conversations and constructed roleplays on the same topics. He asked two native speaker colleagues to each read the roleplay cards and have a conversation on the topic while he placed a tape recorder on the table. The research question is posed as a purpose: Despite the many arguments advanced in favor of the use of authentic materials, not many empirical studies have emerged to show what the use of authentic materials contributes to classroom learning. The aim of this paper is to consider that question by examining to what extent the conversational dialogs in textbooks correspond to unplanned conversations in structured roleplays.

Two NS role plays were recorded, transcribed and compared with two textbook conversation dialogues according to ethnographic components of communication (Saville-Troike, 1989, p. 138) and linguistic components of discourse analysis (LoCastro, 1987; McCarthy, 1991; Cook, 1989). See the Appendix for a full transcription of all four conversations.
Results

This is where you report what you found, being careful to only report and avoid the temptation to start discussing your results. It is helpful to present your results in the same order as your research questions. In some cases, tables may help to summarize the data. Brown (1988, p. 54) recommends a prose description followed by a table, but in chapter four, Swales and Feak (2004) seem to suggest a table followed by a data commentary.

If you are reporting scores from tests or results of a statistical analysis, report N-size, \( p \)-value, test reliability for group scores being reported and the Standard Error of Measurement (SEM) if individual participant scores are relevant, magnitude of effect or effect size, and descriptive statistics of the scores in the study being reported. For a discussion of null hypothesis statistical significance testing including N-size and \( p \)-values, see Griffee (2004). Finally, it is helpful to report confidence intervals of the statistical procedures used.

For results of qualitative data gathering, do not include raw, unanalyzed data unless you wish your readers to have access to it. In that case, include it in an appendix. The reader already knows the data collection instrument you used to gathered the data (materials), how you went about it (procedures), and how you analyzed it. In the Results section, we want to know what you found.

Discussion

In your introduction, you posed one or more research questions; now it is time to answer them, preferably beginning with a “yes” or a “no.” If the discussion section is short, many TREEs elect to combine it with the results section or substitute the word “Conclusion” for the discussion. Either way, this is where you tell us what it all means. We know from the results section what happened, now we want to know why it happened. After you interpret your answers for us, think about their implications. Perhaps you could suggest changes in practice,
reflect on unanswered questions, or suggest directions for future research.

References

A reference is a short citation consisting of the basic descriptors which typically identify books, journal articles, magazines, newspapers, reports, brochures, or even movies and songs. In short, a reference is a locator device for anything that might be mentioned or discussed in your paper. References are placed in the back of a paper in an agreed-upon format; the two most common (in the humanities and social sciences) are APA (American Psychological Association) and MLA (Modern Language Association). Both the APA and MLA are large academic organizations, which in addition to holding major conferences, sponsor journals that publish articles of interest to their members. Over time, these organizations created format rules that eventually grew into publication style manuals. Many academic disciplines including applied linguistics, developmental education, and English as a second language (ESL) use APA formatting.

The reference section is directly connected to every cited material throughout the paper, but especially to the literature review. If we see the literature review section as telling someone about your friends, the reference section is what provides your friends’ address and contact information. The reference section is important because it holds all the citations for the paper and as such functions as the paper’s database. In that sense, the reference section is part of the papers external validity or generalizability, because it is part of the replication process. Without the reference section, a researcher who wanted to replicate all or part of the paper would not be able to do so because he or she would not have access to the paper’s background information. In the reference section, the author provides, free of charge so to speak, a mini database, a treasure house of sources. For this reason, when reading research articles, the reference section of those articles should be read and carefully searched for additional material that can contribute to your research project.
Using the correct form tends to be a technical but persistent writing problem for many TREEs. The correct form depends on the style manual you use. For example, in the APA style, a single author article published in a journal gives the author’s last name followed by their initials, the year of publication, the title of the article, the name of the journal which is in italics, the volume number also in italics, the issue number in parentheses, and the page numbers. Like everything else in research, nothing is value-free, and even style manuals may involve an implicit epistemology (Madigan, Johnson, & Linton, 1995). Notice in this example that the second line is indented, usually five spaces.


A major editing task in writing a paper is to match internal paper citations with those in the reference section. Go through your paper and for each citation, check it off in the reference section. Even though publication style manuals discuss all aspects of writing a research paper, some issues are more important than others in the sense that they are more common. See the appendix for some of the citation styles you may find yourself using frequently.

**Citation/Reference Guide based on APA (6th Ed)**

**Submitting a paper.** Justify the left-hand margin only. Remember to check that all citations in the paper are listed in your references, and all citations in the reference section are in the paper. Submit your papers double-spaced because single spacing does not allow enough room for comments.

**In the body of the text**

**One author citation**

In discussing the relationship of evidence, Author (1999) states . . .

In a study of evidence (Smith, 2010), it was found that . . .
Citation with several authors

Several studies (Gomez & Jones, 1979; Smith, 1988; Griffée, 1999) have noted . . .

Ary, Jacobs, and Razavieh (1990) compared . . .

Author and page number (giving page numbers is recommended for books and long articles)

It is strongly suggested (Dunkel, 1990, p. 70) that . . .

It is strongly suggested (Dunkel & Gorsuch, 1990, p. 70) that . . .

Dunkel and Gorsuch (1990, p. 70) strongly suggest that . . .

Reference section at the end of the paper

Journal articles


Books


Edited Book


Article or chapter in an edited book


For a chapter in a book that is not edited, include “In” before the book title.
What about Qualitative Research Paper Structure?

The term *qualitative research* is an imprecise term that creates at least two problems. One problem arises because *qualitative* refers to a type of data, not a type of research design. This makes the idea of qualitative research illogical—even impossible since it ignores the possibility of triangulation using multiple types of data, some of which might be qualitative and some of which might be quantitative. Furthermore, the term assumes the type of data determines the type of research. Nevertheless, despite these problems, many researchers and editors continue to use the term *qualitative* to refer to a type of research instead of restricting its use to a type of data. A second and related problem is that the term *qualitative research* is a general term that can refer to any number of research designs, for example case study, ethnography, or grounded theory. In these research designs, none of the assumptions of experimental design such as variables and hypotheses testing are operative. Can the research paper structure described in this chapter be used with so-called qualitative research? Will the structure of the classic research paper accommodate research that does not use variables and answer pre-specified
research questions, but instead seeks to follow investigative themes and see what emerges?

At this point, there are at least two solutions. One approach is to use the research paper structure described here. The other approach is to find or create a structure more compatible with your research design. Shohamy (2004) suggests the second answer. She questions the use of tightly defined categories such as method and discussion because she wants to keep research open and flexible to allow for innovation. On the other hand, it may be possible for you to use the paper structure described in this chapter referred to as the standard research paper structure because this structure is rather elastic and accommodating. For example, the Teachers of English to Speakers of other language (TESOL) guidelines for reporting critical ethnographic studies states: “Because of the diversity of perspectives represented within ethnography, be as explicit as possible about the disciplinary traditions or models of ethnographic scholarship that have influenced your work” (Chapelle & Duff, 2003, p. 173). This seems to correspond to a literature review. If there is any way you can use the classic research paper structure, the advantage would be that it has been around for a long time and many of the organizational and procedural problems have been discussed and worked out.

If, however, you decide you cannot use the standard form of the research paper, your option is either to find a structure similar to your research design by reading in the literature, or to use the TESOL guidelines to create one yourself (Chapelle & Duff, 2003). The advantage to finding or creating your own structure is that your reporting form fits your research; the disadvantage is that it makes your job twice as hard. We are gradually moving toward not only multiple forms of data, but perhaps multiple forms of research paper writing, but we are not there yet. The TESOL guidelines mentioned earlier show that this transition is in the process of being worked out, but the same guidelines also indicate that no consensus has yet been reached.
Discussion Questions

Write down one or two questions you had while reading this chapter about research paper structure.

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 1

What was the easiest section in this chapter for you to understand?

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 2

What was the most difficult section in this chapter for you to understand?

_________________________________________________________

_________________________________________________________

_________________________________________________________

Task 3

What do you think makes it difficult?

_________________________________________________________

_________________________________________________________

_________________________________________________________
It must always be remembered that talk is designed for an audience. (Rendle-Short, 2006, p. 132)

Although there are many reasons for attending a conference and giving a presentation—some of which are listed later—the ultimate justification lies in the development of teacher theory, and how teacher theory moves from private to public as explained in the HML model of theory classification and development (Griffee, 2012). Giving a presentation allows us to articulate our teacher beliefs and publicly presents our research thus revealing to the world and ourselves our understanding of high theory, domain theory, and our personal beliefs and values.

In his well-known book on visual design and graphic information titled *Visual explanations: Images and quantities, evidence and narrative*, E. R. Tufte (1997) suggests:

Near the beginning of your presentation, tell the audience what the problem is, why the problem is important, and what the solution to the problem is. (p. 68)
Applying these suggestions to this chapter, the problem is that many new researchers seem only vaguely aware that conferences and presentations are professional development tools. This is important because attending a conference and giving a presentation play an important role in the research process itself. The solution is to understand how attending conferences is a continuing aspect of our education, and how giving a presentation is integral to research. Figure 1 shows how I visualize conference attendance and conference presentations in relationship to research. I believe that we become professional colleagues by participating in the ongoing conversation. In order to have a conversation, we have to find somebody to talk to, and conferences are a major way to do that. This chapter is divided into four parts: part one suggests that teachers should attend conferences and give a presentation, part two argues that as conference presenters we need practical ways to organize and deliver our presentation, part three addresses the problem of nervousness, and part four demonstrates how to design a conference book.

The research process, as seen in Figure 1, can be seen as having three clusters of activity: conceptualization, writing, and dissemination.

Conceptualization is the articulation of the purpose of the research including research questions, selection of the research design, and decisions on data collection and analysis. Writing is central to the research process. In fact, Wolcott (1994) advises writing from the beginning of the research project rather than waiting until the
research has been completed. Finally, dissemination is the sharing or publication phase of the research process including conference attendance, giving a presentation, and publication. This chapter focuses on conferences and presentations.

Part one: Why attend a conference and give a presentation?

Conferences come in various sizes and shapes. Major conferences have attendance in the thousands and are now held mainly in large conference centers. Middle-size conferences are perhaps more specialized with attendance in the hundreds, and are often held in hotels. Smaller conferences are often sponsored by university departments, have limited attendance, and can be very informal.

No matter what type or size, conference attendance is one of the main ways teachers have of continuing their education. Following are some reasons for attending a conference and giving a presentation.

Establish community

One of the lessons I have learned is that the only thing worse than being a graduate student and having professors telling me what to do is graduating, becoming a faculty, and not having someone telling me what to do. The reality of many faculty members is that we often find ourselves in a department as the only person with a special interest or area of expertise. In that sense, we find ourselves intellectually isolated. Attending conferences is one way of locating persons interested in the same areas as you; in other words, helping to create a virtual community. Nor should we overlook the effect that creating a presentation might have on our relationships with local colleagues and classmates. One way to create collegial relationships that last beyond a semester course is to take a course project and develop it into a presentation.

Exposure to current ideas

At a conference, the atmosphere of new and potentially exciting ideas is richer than in ordinary life. Presenters may be coming from
many areas of the nation and increasingly from other nations with focused presentations on a variety of topics. At larger conferences, the number of presentations may run into the hundreds, and even casual conversations in the hallways can generate new perspectives. In addition to presentations, there may be multiple plenary talks where trends are identified.

**A way to get started in research**

A third reason for attending a conference is that preparing a conference presentation can be a helpful step in the research to publication chain. The source of research probably involves classes we take as students and classes we teach; nevertheless, a conference presentation plays a role by motivating our work. Deciding to conceptualize a presentation forces us to write an abstract and focus our interest, even attending a conference without giving a presentation is helpful in that it shows us what research is like and shows us what is expected, and attending a conference and giving a presentation confirms that we are on the right track and that we can do it.

**Part of the publication process**

As suggested by Figure 1, going from research to publication is a process, and a conference presentation can be part of that process. A conference call for papers can provide motivation for a submission, and an idea for a presentation can grow from a one-page handout to a first draft of a paper. Assuming that you have conducted all or a substantial part of the research, and have at least a draft of your projected article, you can use the conference presentation as a feedback mechanism.

**Access to resources**

Conferences are not only a collection of persons, but also collections of organization and publication resources. Organizational structures such as special interest groups and other committees are always looking for help. Participating in carefully selected conference committees can lead to increased opportunities. Major players at almost any conference are the publishers, their products, and their
representatives. Publisher’s display areas at major conferences are a maze of stalls and displays, and it is possible to view books that one did not know were published. Major publishers often send their acquisition editors to presentations looking for potential authors.

**Professional development**

Finally, attending a conference and giving a presentation not only has intellectual and practical implications, but also functions as a form of professional development, which can take many forms, some formal and some informal. More formally includes putting your conference attendance on your CV. Job interviews often take place at conferences, often for positions not advertised. Attending other presentations at conferences can function as training as to what constitutes a good (or bad) presentation. More informally, conference attendance and especially presenting can give recognition and indicates to colleagues at home that you are active.

**The downside**

Attending conferences, especially if you give a presentation, takes time, money, effort, and energy. It takes me at least a week after I return from a conference to recuperate. There also is the energy it takes to overcome the struggle of not believing what you have to say is worthwhile or important. There is a certain dread making the decision to stand before your colleagues and be judged.

**Part two: Practical suggestions for giving a presentation**

Giving a conference presentation raises the question if I have anything important to say? There are at least two ways to answer this question, an external way and an internal way. The external way is to list your qualifications including such things as degrees, courses taken, and publications and then follow the logic to the obvious answer that, of course you have something to say. The internal approach involves asking questions and listening carefully to the answers. By “asking questions” I mean I often ask questions about what I am doing. One of the questions I recently asked myself was,
“I wonder if the test I am using is valid?” The question is interesting because if I am wondering that, probably others are too. The answer to the question could be my next project and I will eventually make a conference presentation. In other words, the way to have something to say is to pay attention to your internal questions and trust where they lead you. Extensive reading in our discipline and engaging in research help too. Following are some practical suggestions in terms of your presentation.

**The presentation**

1. Remember that presentation should have a structure (Shephard, 2005).
2. Write or print out your introduction in large easy to read print (Griffée, 1981).
3. Check out your presentation room and visualize yourself presenting.
4. Think about how you will dress. Here are some of my rules (Griffée, 1981, p. 16): a) Wear something you like and feel comfortable in. b) Don’t wear something brand new because you might be too self-conscious of your new clothes. c) Consider what your audience will probably wear and then dress just slightly better. d) Wear clothes that create a mood of trust and confidence. In that sense, I avoid ultra-bright or flashy colors. I want my audience to pay attention to what I have to say, not pay attention to my appearance. These are my rules, but every rule has its exception.
5. If you are shy and have no confidence, then organize well (Griffée, 1981).
6. Make a list of presentations you have attended and list what was helpful, and what was not helpful.
7. Create a small project that can be accomplished at the conference site so you have something to take home. An example might be interviewing conference participants on a topic you are interested in, visiting a certain publisher and collecting catalogs and cards and the titles of all the books.
they have on (your topic), or volunteering for some future committee or task.

At a large national conference for ESL teachers, I asked various participants what they thought were the characteristics of a good presentation. I did not ask them to restrict their answers to this particular conference, but probably their answers reflect this conference. I conducted 24 interviews with a total of 25 participants, 14 women and 11 men. Most were teachers, but others included an Algerian teacher trainer, three publisher representatives, one educational TV representative, and an International Teaching Assistant from Syria teaching Arabic in the US. This wide range of persons represent many interests including publishers promoting textbooks, researchers presenting findings, teachers discussing techniques, and presenters demonstrating classroom techniques. Some concerns expressed by the interview respondents are in opposition to others, and I personally do not fully agree with all of their comments. As always, some respondents were more eloquent than others, and their views may be over represented. Most interviews were about five minutes long. After asking if I could interview them, I asked only one question: “What do you think makes a presentation good?” and wrote down what they said. I conducted interviews in an elevator, the convention reception area, two restaurants, inside presentation rooms, at a table outside a coffee shop, and in the publishers’ display area. Below are their comments grouped and titled.

**Be organized**

Presentations should correspond to the title and abstract. One presentation was on deaf and hard-of-hearing, but the presenter did not cover hard-of-hearing, which was why attendee was there.

- Get to the point; give me the bottom line.
- I hate it when I can’t follow the train of thought.
- Be clear on the structure of the presentation; it is easy to get lost or bored.
Consciously think about the audience, their background knowledge, and why they are here.
Presentation should be no longer than one hour including 15 minutes for Q&A.
Consider the end of your presentation, think about what you want audience to be thinking or talking about at your conclusion, then plan backwards.

The first three minutes

Tell us your relationship to the topic, why you are interested in topic, what turned you on.
State the research methodology used in the presentation, for example, case study.
Say up front what you are going to do.
Clearly state the purpose of your presentation, and then give supporting evidence such as research and piloting. The point being everything should directly relate to and support your presentation purpose.
Makes an early impact to establish your credibility.

Handouts

Handouts are key.
Handout should provide references; if no references are provided, the insight is lost.
Provide website, email, and contact information so participants can contact you later.
Do not run out of handouts; some persons come by and pick up then leave.
Give something to build on later at home.
Handouts should follow the organization of the presentation because after short time people get lost and can’t follow the presenter.
• Put handout on OHP or Power Point and then use page by page; in other words, the handout and the OHPs should be the same and in the same sequence.
• A one-page handout is sufficient with points so able to follow where presenter has been and is going.
• Some handouts overwhelm participants with information, even pictures.
• Don’t give out the handouts before the end of the presentation because participants will look at the handout and not listen to you.

Presentation style

• Use humor, lot of jokes, make audience laugh, be funny not boring.
• Presentation should be interactive, not a lecture.
• Move around, use gestures, and change the pace of presenting.
• Speak directly to the audience, never read from prepared text.
• Speak loudly enough to be easily heard.
• Energy level is up; be passionate.
• Monitor the audience and respond to it; do quick beeds analysis of audience, if mostly K-12 teachers adjust to that.
• Manage the audience for example eye contact.
• Talk to everybody in the audience.
• Stand rather than sit.
• Get physically close to your audience.
• Be listener friendly.
• Be good at lecturing.
• Be natural, not over-prepared.
• Include some physical involvement by participants.
• I hate audience participation; I go to a presentations to learn, not participate. But, I like it when presenter asks questions of audience because it’s not forced participation. I can choose to answer or not.
What they want

- Something that participants can take home and use Monday morning in their class; give me something related to my life that I can use now.
- Doesn’t like papers or academic presentation, wants hands-on material that they can take home; want something I can use or adopt for real world application.
- Give the actual experience of doing it, put audience in role of students.
- Use audience to help out in discussion or if a difficult point is raised.
- I want something new and exciting, not something that has been done before.

While you are on stage

- Don’t try to cover all your material.
- Talk about classroom experience.
- Go into detail, gives in-depth analysis.
- Give specific examples of points being made
- Provide information in manageable chunks.
- Break out into groups because it is good to learn from peers.
- Have participants look at actual material while in the presentation.
- Give advantages, disadvantages, and limitations.
- Even if material is for children, the presentation is aimed at adult audience.
- Your presentation should be research based.
- Answer participant questions; do Q&A during the presentation.
- Saves time for Q&A at the end.
- Wait until end of presentation for Q&A and don’t get
distracted by questions during presentation especially where you run off on a tangent and don’t cover your stated goals.

- If delivering a paper, build in breaks for group work, video clips, Q&A, etc.
- Don’t be condescending, listen to me because I am an expert and know more than you.
- Finish early.
- Finally, be prepared for an emergency. An example from one respondent was a colleague of his who was promised a laptop by the conference organizers, but none was available. His colleague had to borrow a laptop from a friend. If his friend had not brought his laptop, his colleague would have not been able to present.

Visually and slides (PowerPoint, Keynote, etc.)

- Do not read from your slides, if you read the bullets, it’s death.
- Do not read from prepared text or script.
- If you use slides, don’t forget the possibility of color.
- Choose the right medium to match the purpose of the presentation for example, slides, lecture, or audience participation.
- Your technology should supplement presentation, not replace it.
- Use computer generated visuals and not handwritten overheads.
- Slides tend to have too much text.
- Use slides for key points only.
- If you use slides, use big letters and includes pictures as well as text.
- Use short sentences, avoids small text.
- Vary ways of presenting by using different visuals for example, pictures and charts.
Tufte on PowerPoint

This is what Tufte says about handouts:

"Reading aloud from projected images on a screen, OHP, or just talking is a low-resolution device to communicate information. Give everybody in the audience one or more pieces of paper, packed with material related to your presentation. Handouts can be pictures, diagrams, data tables, research methods, references, names of people, or the complete text of your paper. Handouts have more credibility than images on a wall that are not there in a few minutes. (Tufte, 1997, p. 69)

Here are some problems with using PowerPoint as discussed in Tufte (2003):

1. There is little information per slide.
2. Many slides are needed.
3. Slides are data thin and don’t allow comparison. As a result, many slides are needed which are “physically thick and intellectually thin.” Slide sequentially in time makes it difficult to understand context and relationships.
4. Bullet outlines do not help the thinking process and forces us into compressed language. Bullets omit narrative thus ignoring assumptions and the structure of reasoning. Using hierarchical bullet lists fail to bring clarity or focus and in fact break up the argument and evidence into arbitrary fragments.
5. Information on slides quickly appears and disappears; it is not a contemplative analytic method, but more like a TV commercial with small bits of information constantly flashing before our eyes. Tufte (2003, p. 21) concludes that PowerPoint is used for everything, rather than allowing the purpose of the presentation to determine the technology.

A recent conference experience with a slide presentation
At a recent national conference on applied linguistics, I attended about five presentations a day for three days. All but two presentations used slides with no handouts. About half of the presentations that showed data, especially numbers, and the numbers were too small or out of focus to read. Usually the presenter read the slides and read them as fast as possible. They wanted the audience to experience their paper in the time available (twenty minutes with ten minutes for Q&A). The result was incredibly dense language. The best presentation was from an experienced presenter acknowledged as a master in his field. He used slides with no handout, but he used the slides for reference rather than reading. He never relied completely on a slide. When he came to a slide with a lengthy quote, he paraphrased rather than read. He even stopped in the middle of his presentation for Q&A because he wanted to discuss an issue. Nevertheless, his lack of a handout meant that I could not catch his many references nor remember them later for possible retrieval.

Here are some recommendations relative to slide presentations based on Tufte (2003):

- Replace low-resolution slides with high-resolution paper handouts showing words, numbers, graphics, and images together.
- Write a report and use it as a handout, it provides a permanent record for review and citation. It can also form the basis for a publishable article.
- Never use PowerPoint templates for arraying words or numbers.
- Avoid use of elaborate hierarchies of bullet lists.
- Never read aloud from slides.
- Use PowerPoint as a projector for showing low-resolution color images, graphics, and videos that cannot be reproduced as printed handouts at a presentation. (p. 22)
- If you want a handout instead of a written report, use a 11 by 17-inch paper folded in half to make four pages. (p. 22)
Nervousness is an entry-level form of fear. Everyone is nervous about something sometime, especially in situations where one is unsure. Public speaking, including giving a presentation at a conference, often produces nervousness. After many years of giving presentations, I am still nervous. There is, however, nothing wrong with being nervous if we direct our feelings into productive energy. Here I will argue that nervousness in conference presentations takes two main forms: verbal nervousness and nonverbal nervousness.

**Verbal signs of nervousness**

Verbal signs of nervousness occur when the presenter makes sounds that have no meaning, uses his or her voice to try to make oneself invisible, or uses silence to mask one’s presence. Here are a few examples:

- Inserting sounds such as *uh*, *ah*, and *um* before every utterance. This not only reveals your nervousness, but also inhibits your audience from following your line of thought, and probably makes them want to leave your presentation as soon as possible.
- Talking very fast, apparently in the hope of getting off stage as soon as possible. What is really accomplishes is making it difficult for your audience to understand you.
- Talking in a low voice so that you won’t be heard and noticed.
- Talking in a monotone because you are paralyzed by fear.
- Using long pauses to give yourself time to think about what to say and also giving your audience time to think about something other than your presentation.

**What to do about verbal nervousness**

Once you start to exhibit signs of verbal nervousness, it is almost impossible to stop. Probably the best thing you could do is practice your presentation in front of friends and colleagues, and allow them...
an opportunity to give you feedback. Another possibility is to visually record your presentation and watch it for signs of verbal nervousness.

**Signs of nonverbal nervousness**

Nonverbal signs of nervousness occur when the presenter uses objects or his or her body to avoid dealing with the audience. Reinhard (2002) lists several nervous distractions:

- Avoiding eye contact with the audience by looking at other places in the room such as the floor, the ceiling, or a window.
- Using one facial expression and never changing it.
- Pulling or touching a piece of your clothing.
- Picking up objects (papers, pens, keys), holding them, putting them down, and then picking them up again. This is especially distracting if you make a noise with them.
- Not using your hands by holding them behind you or keeping them at your side.

**What to do about nonverbal nervousness**

Once you become aware that you are engaging in nonverbal nervous ticks, it may be possible to stop, take a deep breath, and begin again. Having a friend in the audience with an agreed upon sign may help you.

**After the presentation**

Your presentation does not end after the conference is over and you are back home. In this last section I want to suggest three after stages: Short term or immediately after the presentation, middle term or after you get home, and long term or during the following year.

**Immediately after the presentation**
Some conferences have a formal evaluation process. A person is assigned to introduce you and after your presentation this person passes out short evaluation forms. They are collected and turned in. You can pick up copies and look at the ratings and comments. Other conferences have informal evaluations by which presenters are evaluated. Shephard (2005, p. 152) suggests several feedback procedures you can try.

1. Ask a friend to attend your presentation, take notes, and give you feedback.
2. Create a checklist, give a practice form of your presentation, and ask your friend to fill out the checklist.
3. Alternatively, video your practice presentation and evaluate yourself.

The important issue is not the data you collect or how you collect it. The key is that you actually reflect on it and build in a change mechanism. Probably changing your presentation is best done when you get back home.

**After you get home: Was it just a dream?**

After the conference, put your presentation on your resume or CV.

Look for opportunities to give a conference debriefing by giving a report somewhere (Griffie, 1983).

Post-presentation evaluation (Griffie, 1981). You probably have some ideas about how to improve your presentation. Write them down before you forget them.

**During the following year: Can I get it published?**

Presentations lead to handouts, which can lead to papers and publications. Some conferences have conference proceedings that can be a publication possibility.
A conference record is some form of documentation of what you did at the conference, the travel to and from the conference cite, and follow-up actions that you want to accomplish. Here are three forms a conference record might take: a conference folder, notes, and a conference book and which might be in a written or electronic format.

**A Conference Folder**

A conference folder is a folder you create for your files. The tab should include a short form of the conference title and the month and year. On the front of the folder so you can see it without opening it, write important information that you may want for quick reference such as conference dates, location, contact information, and the full title of the conference. Inside the folder you can include all documents that you may wish to access in the future such as correspondence, transportation, and other expense receipts. Having everything in one location is very convenient.

**Conference Notes**

Conference notes are informal notes you take before, during, and perhaps after a conference. Here are some of my entries for a recent regional conference: Name of the hotel, telephone number, my room number and the room number of my co-presenter, breakfast location and times, a task that I agreed to do when I got home, a description of various meals I had and my opinion of them, and rental car information. I kept these notes in a small notebook that I could keep in my shirt pocket for convenience. Back home I removed my notes, stapled them, and put them in my conference folder. I could also use an I-pad or laptop computer.

**Designing a conference book**

A Conference Book is a notebook divided into various categories that help facilitate conference attendance, enhance conference memories, and support future planning. Almost any type and size
book from a large three-ring binder to a small three by five-inch memo would work; however, a small book that can be put in pocket or purse is convenient because it can be carried and is immediately available. In normal life, we have developed routines or habits. The function of a routine is to lower the amount of energy expended on decisions. During a conference, we lose the support of most of our routines. At the same time, the number of decisions dramatically increases. We are unfamiliar with the conference center, the location of presentation rooms, restaurants, and how to contact persons of interest. As a result, we have to constantly think about where we are going, what we will do when we get there, and whom we might see and talk to. A conference book, if helpfully organized and easy to access, can help us record and remember important information. A conference book can be divided into major sections: at home preparation, during the conference, and after the conference.

**At-home preparation** is securing a conference book and deciding on sections to hold necessary information that you decide before actually leaving for the conference. This includes the name of the conference, the dates, and hotel or lodging information. Of course, we know the name of the conference, but later when we need the official name for, say, putting it on our C.V. or similar document, we often cannot remember if we attended the 18th Annual Conference on such and such or the 19th Annual Conference. It is helpful to have that kind of information handy. Hotel and room numbers are useful in telling our conference friends how to contact us. Another category is our conference goals. What exactly do we want to accomplish at the conference. It does not naturally occur to most TREES to write out their goals while at a conference, and this lack of intentionality can reduce our effectiveness. Another list to compose is the list of persons to try to see at a conference. It would be a shame to miss talking to a leader in the field who attended the same conference you did just because you did not think to attempt to look them up.

**During the conference** is a series of lists to organize what we did, and thus helps to preserve the memories. Such lists can include things you purchased, places you saw, old friends you met, and espe-
cially a list of presentations and other meetings you attended. If you do not use the conference handbook to preselect the presentations you want to attend while you have the leisure, you may be overwhelmed at the conference and not be able to schedule a key presentation.

After the conference refers to any time after you leave the conference to return home. This can include time spent sitting in the airport or on an airplane, when you can reflect on the events of the conference. I would divide the lists into two main groups: events and insights. Events refer to things you did that could be listed under best, interesting, disappointing, or surprising. Just a listing of these events will hold in your memory the event that otherwise over time you might forget. Insights refers to decisions you make regarding what you learned and what you would do differently the next time. Back home, open a computer document and begin with the full, official name of the conference including location and date. If you presented, put the name of your presentation.

Here is a possible table of contents for a conference book.

- Official conference name
- City, State, and dates of the conference
- Hotel or lodging name, location, room number, and telephone
- Personal goals for this conference
- Notable persons in the field to look for that I would like to meet
- Old friends I saw again
- My daily schedule

Handouts you collected

Back home the conference begins to fade in memory including contacts with new persons and their presentations. It is a common practice for conference presenters to provide handouts, sometimes detailed, sometimes sparse, and sometimes even a whole paper. As you attend presentations, collect as many
handouts as possible and take them home. List all the conference handouts you want to keep. Include title and where you filed the handout. Create a follow up so you know what you did, when you did it, and what you still want to do. For example: Cutoff scores: A review of standard-setting techniques. Filed in Performance Test cut score study, green folder, four-drawer cabinet.

Contact (name of presenter) and ask for her slide presentation.

Update your conference book

Take all the entries and organize them under the following categories:

- Presentations I attended
- People I met
- Things I bought
- Places I went
- Events: best, interesting, surprising, disappointing
- What I learned
- Insights for next time

Conclusion

A major mistake is trying to present academic paper content in a power point format. An academic paper and a conference presentation are separate genres. Treat your presentation as a movie preview, not the movie itself. Here are some guidelines:

- Use only large fonts that can be read from anywhere in the room.
- In addition to large fonts, include only key words or phrases on each slide.
- Limit the number of your power point slides; endless slides overwhelm.
- Don’t read anything (text, numbers, tables, etc.) from your
power point slides. Talk to the audience, not the screen. When we read, our voice tends to flatten and we become hard to follow.

- Present a part or one aspect of your study, for example one research question instead of the whole thing.
- Don’t spend time telling us your literature review; we came to hear what you have to say.
- Give a one or two-page handout. The data, either on PP or from you, is fleeting. After your presentation, we would like to be able to take the details home with us. Your handout could include citations you mentioned, important tables, key conclusions, and your contact information.
- Consider not using power point and giving your presentation from your handout.

**Discussion Questions**

Note some questions you had while reading this chapter.

________________________________________________________________________

________________________________________________________________________

________________________________________________________________________

Find a partner. Ask for his or her questions and tell them yours. You can read your questions as part of the class discussion. Alternatively, you can write your questions on the board so all can share the insights and use them as a whole class discussion.

**Task 1**

Every discipline has major conferences as well as smaller, regional conferences. List major conferences you are aware of. What do you know about them?
Task 2
List some smaller, regional conferences. What do you know about them?

Task 3
What is a topic you could present on right now? Hint, what are you working on?

Task 4
Estimate a budget for attending a conference.
Conference fee and travel

Accommodations

Food and travel
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Appendices
Appendix A: Writing a personal teaching philosophy

The purpose of this appendix is to present a teaching philosophy workshop that can be done in class or individually.

Two reasons for creating a teaching philosophy statement

1. In some job interviews, perspective teachers may be asked about their teaching philosophy. It would be helpful to have considered this issue so that one might have a reasonable and coherent reply.
2. Beginning low-level theory development of teacher theory.

Reflective questions to help getting started

- Do you know anybody who has written a teaching philosophy?
- Have you ever read a teaching philosophy statement?
- At this moment, what do you think a teaching philosophy is?
Task 1

We are going to start writing our teaching philosophy document by asking and answering a few questions. It will be a good idea for you to answer these questions on a separate piece of paper or in a notebook. Your answers are not your teaching philosophy, but your notes will be important.

**Question 1.** Think about some of the teachers you have had. Teachers can be college or university instructors, high school teachers, significant others, aunts and uncles, friends, or brothers and sisters, even your children (if you have any). Thinking back on all the teachers you have had in your life, who are some teachers you liked and why? Remember, a teacher is someone who taught you something. Make a list of at least 10 teachers.

After you have a list of teachers you remember, next to their name, list why you liked them.

**Question 2.** Who are some teachers you did not like and why? We learn from persons we like and admire, but also from persons who we do not like and admire. List 10 teachers you did not like and also list why you did not like them.

**Question 3.** Looking at your list of 20 teachers and your reasons for liking or disliking them, for each teacher, try to list the values you believe contained in the reason for liking or disliking. The reason we like or dislike persons who were our teachers is that they had or did not have some quality we think important. These qualities are called values. List as many values as you can.

For example, one of my teachers was my father. One summer when we were working, we stopped for lunch. During lunch a big fly bothered us and would not leave. My father took a small piece of food and put it over by the fly. The fly stopped bothering us and settled on the food. I never forgot that lesson and the value: everything should be considered and given a place.

Although our teachers are important to us, they not directly important to our teaching philosophy, but the values we learned from them
are very important. Your list of values will be important in your teaching philosophy.

**Task 2**

What thoughts have you had on teaching philosophy since our last session? Take a few minutes to jot down your thoughts so you can share.

- Work as whole class or share in groups
- Report to whole class

Review question three from session one because the individuals we listed are not important and you are not required to identify them if you do not want to. Nevertheless, they help us understand ourselves. What is important is not whom we liked or disliked or even why, but their values. The values are building blocks in our teaching philosophy.

Continue to review your material from session one. Add to your list of teachers, reasons for liking or disliking, and values.

*Work individually*

Here is your next task, working individually, write down 10 things that you believe about learning. I’m looking for practical insights such as, I learn better in the morning than the afternoon.

Workshop leader Write on the board: What I believe about learning

*Work as a whole class*

Share some of your thoughts about learning.

*Either work individually or assign for homework*

- Now write a short paragraph titled: What I believe about learning. Don’t forget to date it.
- Save this work and put it with your previous material.
Task 3

So far, we have listed teachers we liked and disliked, what we learned from them, and the values we gained. We have also listed what we believe about learning. Some students read some things you believe about learning.

- Write down ten things that you believe about teaching.
- Share.
- Write a short paragraph on the topic “What I believe about teaching.” Don’t forget to date it.

Task 4

Work as a whole class

You should now have at least two paragraphs toward your teaching philosophy, one titled what I believe about learning and another on what I believe about teaching.

Now we are going to discuss metaphors we use to describe ourselves. A metaphor is an image that holds values and actions about our teaching. Popular metaphors of teaching include that of gardener (growing) and coaching (directing). I want you to complete this sentence: When it comes to teaching, I see myself as:

__________________________________________________________
__________________________________________________________

Work individually

- Work individually to complete the sentence.
- Share.
- Reflect on classroom activities you have participated in as either a student or teacher that you consider important.
- Write down three or four specific examples of classroom activities that have helped you learn.
• Do they connect with the values you described in session one?
• Draft a paragraph or two in which you combine your values with classroom activities.
• The goal is one-page single-spaced page titled, *My Teaching Philosophy.*
Appendix B: Plagiarism and how to avoid it

Plagiarism is “the conscious copying from the work of others” (Swales & Feak, 2004, p. 172). Each time you use the exact words of others, you must put them in quotation marks. Each time you use the ideas of others, for example to summarize, you must provide a citation.

Here is a passage in block quote format from Griffie (2007):

As a result of this study, I am no longer willing to present writing genre in lecture format. However, in recent graduate level classes, which include ESL students there have been requests for lectures, and I may have to decide time, form and content of classes. Perhaps the role of lecturing and its place in classroom instruction is more complex than first imagined and future research could help. (p. 25)

A researcher friend of yours read the above paragraph and based on the paragraph wrote three comments he was considering including in his paper, labeled A, B, and C. After he wrote them, your friend wondered if he had committed plagiarism. This was important because your friend plans to submit his research paper to his school’s committee on research, and if he committed plagiarism, his paper
will be rejected. To avoid that, your friend comes to you and asks for your help.

He has several questions. First, how would you describe what he wrote? Second, based on the paragraph from Griffee (2007) did he commit plagiarism? Third, why or why not? Fourth, if it is plagiarism, how can he change what he wrote so that it is not plagiarism.

A. In recent graduate classes there were requests for lectures.

B. The decision to lecture or not is complex and future research is needed.

C. However, in recent graduate level classes, which include ESL students, there have been requests for lectures (Griffee, 2007).
Appendix C: Causality: The argument that X Causes Y

There are two approaches that we (and others interested in a topic called the research community) can take when we do research. The first approach is to investigate a topic primarily from the point of view of what. The second approach is to investigate primarily from the point of view of why. Researching what is called descriptive research and researching why is called causal research. In this appendix, I am interested in discussing causal research.

Causality is the argument: X causes Y. In social science research—including education, second-language learning, and linguistics—there are two major approaches to establishing a causal relationship. These have been called the regularity concept of causality and the intentional concept of causality. In this appendix I will refer to these concepts as models rather than concepts because they are fairly well thought out and internally consistent.

The regularity model of causality

could mean scores from a test. Outsider perspective could mean that the researcher is not the teacher and thus external to the situation the variable is describing, or it could mean, using Hume’s billiard ball example, that we can only view causality as a black box from the outside.

Hume refers to David Hume (1711 – 1776) of Edinburgh, Scotland. In his book *An Enquiry Concerning Human Understanding*, Hume laid out his understanding of cause and effect and used what has become a rather well-known example—a metaphor actually—of a billiard ball. Billiards, also known in the US as pool, is a game played on a table with pockets on the side. On the table are placed several colored, numbered balls, each about the size of a baseball. A player holds a long stick called a cue and hits one ball in order to hit another ball and force it into a pocket. The players take turns, and when the last ball is hit into a pocket, the game is over.

Hume (1772/ 2004, p. 21) argued in a section of his book titled *Sceptical doubts concerning the operations of the understanding*, that connections between events that we think of as cause and effect are, in fact, arbitrary. His example is a billiard ball moving and striking another billiard ball. When that happens, we usually see the first ball stop and the second ball move, and we describe those actions and cause and effect. But Hume says there is no inherent reason or connection between the action of the first and second ball; rather, it is the result of observation and experience. When we see one action followed by another action repeatedly over a period of time, we ascribe cause and effect, but it is only a result of custom because there could be another result from the same action, or there could be several causes for a given result. For example, a student is regularly late for your class. You assume the student is irresponsible but there could be other reasons including that his previous class is a long distance from yours and that professor often keeps the class late. There is no inherent connection between the two events except that we empirically observe them over a period of time and eventually refer to the situation as cause and effect.
The intentional model of causality

The intentional concept of causality, again according to Howe (2008, p. 350), “constructs causation in terms of relationships among intentional states and actions grounded in an insider perspective.” Intentional means we desire or pursue a social end, and insider means human agency. The weak point of the billiard ball metaphor, according to this point of view, is that it ignores the cue stick and the human holding it.

The regularity model views phenomenon as independently occurring, and favors quantitative data to analyze phenomenon often using inferential statistics to analyze the data. The intentional model views phenomenon as the actions of people, and favors qualitative data to analyze it.

Four research positions

These two models of causality (the regularity model and the intentional model) give us four research methods (also known as approaches, concepts, orientations, positions, or points of view) in which the researcher uses:

1. The regularity model only.
2. The intentional model only.
3. The regularity model supplemented by the intentional model.
4. The intentional model supplemented by the regularity model.

The regularity model only

Researchers using the regularity model only are sometimes known as quantitative researchers. They use data collection instruments to observe and collect numerical data and analyze it by inferential statistics such as correlation and null hypothesis statistical testing.
They favor an experimental design, which (typically, but not necessarily) observes two situations, holds one situation constant, manipulates the other situation, measures the difference between the situations, and if the difference is great enough, declares that what they used to initiate the difference could be the cause and what resulted could be the effect.

The intentional model only

Researchers using the intentional model only are sometimes known as qualitative researchers. They use data collection instruments to observe and collect word data and analyze it by looking for themes and ideas in the data. They favor qualitative data using case study design that looks at one or more (usually but not necessarily people) referring to them as a case. They often interview persons and look for underlying themes and causes for actions. They prize understanding over simple observation of events and noticing that one event is under some circumstances repeatedly followed by another event.

The regularity model supplemented by the intentional model

This is the situation of a researcher using the regularity model followed by the intentional model either in the same investigation or in follow-up studies. For example, the researcher uses quantitative data and analysis—say correlation of test scores—to establish a hypothesis perhaps using an experimental design, and then explains the casual relationships with the qualitative data.

The intentional model supplemented by regularity model

This is the situation of a researcher using the intentional model to start and the regularity model to finish. For example, the researcher uses qualitative data to establish a hypothesis, and then investigates causal relationships with the experimental design using quantitative data and appropriate analysis.
Conclusion

In the 1980s and 1990s, researchers holding one of the two models claimed that their model—sometimes called a paradigm—and only their model was correct. The argument between researchers using the two models was at times so hostile that it was referred to as the paradigm war. More recently, Howe (2003) has argued that the paradigm wars are unnecessary and even unhelpful. We can choose any of the causality models mentioned above, but we do not have to choose one to the exclusion of the others.
Awareness In ARD, awareness is composed of noticing, investigating, and tentative identification of something. Noticing usually concerns a problem or previously unrecognized data. Investigating involves an initial scope, for example, “Is it just me, does it concern all my students, or even the whole school?” Tentative identification includes early identification and/or action. Thus, to become aware of a phenomenon in a classroom means to notice it, notice whom it affects, and, if possible, to give it a name.

Bias Warner (2008, p. 4) defines bias as, “A systematic difference between the characteristics of a sample and a population.” For example, if a certain population, say all of the students in your language school, are composed of 70% men and 30% women, but your sample has 50% men and 50% women, your sample is biased against men and towards women because men are underrepresented in your sample and women are over represented. In research design, bias is often not a personal feeling we have towards certain groups, but a structural problem in the study’s design. In CSD the issue of bias is concerned with the subjectivity of the researcher and the informant. The criticism of the researcher can be due to lack of definition of the construct. For instance, the case investigates motivation, but the term
is never defined in such a way that the reader can determine what is and what is not motivation. In fact, bias is a problem with all research designs including experimental design where bias is discussed as rater bias or as a threat to validity.

**Boundaries** In general, boundaries separate one thing from another. In CSD boundaries are used to identify a case from a larger context. An intact class may be designated a case because there is a clear difference (boundary) between it and other parts of a school program. Anything that has boundaries is easy to identify, and anything that does not have boundaries is harder to identify. For example, a class has boundaries (meeting time, classroom, student enrollment, teacher assigned) but a concept or theory such as communicative competence is more difficult to identify as a specific case because it is harder to identify its boundaries.

**Case** The unit of investigation for case study design research. The case is what the TREE researches. A case can be one object or one person, or it can be a group of persons. A case is anything that can be investigated that can be clearly defined and identified. What identifies or defines the case is called the *boundary*. Case study design can be one-case, two-case, or multiple case investigations.

**Causal research** A type of research that examines the claim: X causes Y. A causal research approach is likely to be used in *confirmatory research*. The opposite of causal research is *descriptive research*.

**Causal-comparative** According to Cohen, Manion, and Morrison (2000, p. 205), causal-comparative research is a type of *ex-post facto* research in which the researcher investigates causality by comparing two or more variables. The difference between causal-comparative design and experimental design is treatment. In experimental design, the researcher controls the data and applies a treatment to one of the groups he/she is working with. In causal-comparative design, the researcher does not control the data and, therefore, cannot apply a treatment. For example, a researcher wants to investigate the effect of study abroad programs. The data is *ex-post facto* data and cannot be changed or manipulated by the researcher.
**Census** A survey, often done by a government, to establish baseline data for any question of interest. Example areas of interest for a national government might be number of persons in a household, educational level of each person in the household, level of income, and how many persons are married, divorced, or single? What separates a national census from a large survey is that the census attempts to include all its citizens whereas the population of a survey tends to be limited and more narrowly defined.

**Change process** The way teachers implement innovation. For some (Markee, 1997) change and innovation are the same, but for others innovation is planned and managed; whereas, change is what happens over time.

**Classroom research** Any type of research using any design, but which is centered on the classroom and the teacher in that classroom. Classroom research is assumed to be initiated by, or strongly controlled by, the classroom teacher.

**Cohort** A cohort is a group of people that have certain characteristics of interest to the researcher. For example, a cohort might be those learners born in a non-English speaking country but who immigrated to an English-speaking country before the age of 17. A cohort study would identify such a group and survey them at, say, high school graduation, then identify members of the same population (but not the same individuals) five years later, and perhaps survey them again in another five years.

**Confidence Interval** A measure of “the level of sampling accuracy that the researcher obtains” (Rea & Parker, 1992, p. 126). In Survey Research Design, Confidence Intervals are also known as the *margin of error*. Ayres (2007) offers a shortcut to determine the confidence interval he calls the *two-standard deviation* rule (2SD). His shortcut is easy because it only requires the mean and standard deviation. Imagine a test with a scale of 0 to 100. You obtain a mean of 70, and a standard deviation of 8. You can be 95% confident that the true score (the score of the population) is two standard deviations plus or minus the mean. Using the 2SD rule, we
can be 95% confident that our population mean is between 54 and 86.

**Confidence level** the amount of uncertainty in a study a TREE is willing to accept. Most researchers choose a 95% level of confidence resulting in a five percent chance of error.

**Context** In CSD, context refers to the case and everything involved in the case. The opposite of context is a *variable* used in experimental design uses to focus its investigation by stripping away what it considers extraneous factors. These extraneous factors are the context.

**Control group** A group of participants used for comparison purposes, similar to the experimental group, but to whom no treatment is administered. What happened in the control group, it is argued, is what would happen if no experiment or treatment were done. Results from the control group are known as counter-factual evidence.

**Construct** A mental or psychological representation of a quality or trait that we wish to measure. Every DCI (Data Collection Instrument) presupposes a construct. If someone were to ask you what you were measuring with, say, a questionnaire, whatever answer you gave, that answer would be the construct. Constructs are not physical; the brain is an organ, but the mind is a construct. Examples of typical constructs of interest in Educational Linguistics are motivation and proficiency.

**Counterfactual evidence** A term associated with experimental research design and the control group. It is evidence of what would happen under conditions other than the treatment; in other words, what would happen if nothing were done.

**Criteria** The plural form of criterion.

**Criterion** According to Richards and Schmidt (2002) a criterion is a standard by which something is judged. For example, a criterion-referenced test (CRT) is a test that uses a specific curriculum as the
basis for the test. The term criterion is singular and the plural is criteria.

**Critical** The belief that all forms of educational practice, including research practices, have hidden political assumptions and benefits which serve some group’s interest. In other words, nothing is neutral.

**Curriculum renewal** An ongoing process of evaluating a curriculum that includes systematic evaluation or innovation.

**Data** The plural form of the term *datum*.

**Datum** The, singular form of the term *data*, is a piece of information. *Quantitative data* is data in the form of numbers and *qualitative data* is data in the form of words or pictures. Both types (quantitative and qualitative) have to be analyzed. *Raw data* is unanalyzed data. Although data is the plural form and datum is the singular, many researchers use the plural form for both singular and plural.

**Dependent variable** A variable that is usually scores from the test used to measure results. If you think in terms of cause and effect, this is a measure of the effect.

**Descriptive** A term that is sometimes used in place of the term survey research (Gay & Airasian, 2000). Descriptive data, also called *demographic data*, is data describing respondents such as age, gender, and ethnicity.

**Document** A document is a possible data instrument that is written and likely prepared by the institution where the case is located. Examples include email, syllabuses, reports, letters, calendars, schedules, textbooks, newspapers, and minutes of meetings. See Yin (2003) for discussion and examples of documents.

**Emancipation** An issue on the research or professional development side of the focal points of action research (see Figure 1). The goal of emancipation is to be free. For a person, say a teacher, to be free in the context of an institution and a classroom with particular students, requires awareness of his/her situation (structured reflec-
tion) combined with a self-ideology (theory creation) plus action to implement the ideology.

**Empowerment** According to Kemmis and McTaggart (2005), empowerment can be understood as “a capacity for individuals, groups, and states to interact more coherently with one another in the ceaseless process of social reproduction and transformation” (p. 594). Empowerment is not political activism or getting power; rather, it is the result of communication and interaction that results in decisions. Empowerment means having a say and being able to participate in the decision-making process. The opposite of empowerment is silence, nonparticipation, and victimization.

**Ethnographic** The adjective form of ethnography, a type of research in which the researcher is very close to the culture being investigated.

**Experimental group** Also known as the treatment group, the group of participants with whom the innovation or treatment in an experiment is applied. The experimental group is where change of some sort will be compared with the performance in the control group.

**Explanatory** The ability of a research design to explain what we want to know. For example, if a TREE is interested in why certain groups of respondents do or think something, questionnaire data in a survey design might be helpful in explaining why because of the ability of questionnaire items to capture respondent opinion.

**Ex-post facto** According to Vogt (2005) ex-post facto means data (facto) gathered after (post) the hypothesis was formed. The usual order of events is first, a hypothesis or research question is formed and then data is gathered to confirm or disconfirm. In ex-post facto data, the data was gathered first—usually by a government or institution for some purpose—and then is later analyzed by a researcher for another purpose. For example, a school may keep data on which students elect a study abroad program, and researcher may then use this data to compare the effect of students who studied abroad for a summer and those who did not.
External validity A term coined by Campbell (1957) to mean generalizability or representativeness of the findings of one study applied to other populations and settings.

Field Study On-site observation; field refers to the location of the research in the place where the activity is naturally occurring e.g., a classroom, as opposed to a controlled laboratory situation.

Generalizability The ability to transfer or apply conclusions reached by studying one situation to another situation. Brown (1988, p. 113) defines generalizability as “the degree to which the results can be said to be meaningful beyond the study.” See also Duff (2006) and Onwuegbuzie & Johnson (2006).

Hypothesis A hypothesis is a possible explanation. The null-hypothesis states that there is no relationship between variables of interest. The research hypothesis is the preferred explanation put forward by the TREE to explain the results of the experiment. An alternative or rival hypothesis is an explanation other than the research hypothesis that also might explain the results.

Independent variable The variable under investigation. For example, if a TREE were using EXD to investigate listening comprehension, then listening comprehension would be the independent variable. If a TREE were investigating how students acquire vocabulary, then vocabulary acquisition would be the independent variable.

Inferential statistics A class of statistics that do not directly describe scores, but allow the TREE to infer or suppose something that cannot be directly observed, usually the probability that two scores are related (correlation) or not related (a significance test).

Informal methods Hubbard and Power (2003) describe informal interview methods, which can be taken for informal methods in general, in the following way: They often arise spontaneously in the midst of regular classroom activity and are part of the usual question and answer of teacher-student interaction. In other words, informal methods refer to those ways of gathering data that would have or
might have happened normally, or at least would appear that way to a visitor to the class.

**Innovation** Markee (1997) offers language teachers a full discussion of curricular innovation, and suggests that innovation is a managed or conscious process of change involving materials, skills, and values. Innovation can be good or bad because the results of any innovation are not known until later in the process.

**Intact class** A class that is whole or intact before the TREE comes into contact with it. A class is intact because either it forms itself (students select the class and then enroll for some reason such as convenient time) or the class is formed by others (administrative control). Intact classes are the norm because most teachers cannot randomly assign students.

**Interview** A face-to-face encounter between a researcher asking questions and a respondent answering the questions. Interviewers follow a line of questioning called a protocol, and may vary from strict (all questions known in advance, asked exactly as stated, and asked the same order to all respondents) to rather loose (a general question is asked with the answers and follow up questions arising from the first question).

**Longitudinal** is related to the word *long*. A research investigation is longitudinal if data is collected over a period of time or gathered multiple times. The opposite of longitudinal is *cross sectional*. Cross sectional research means data is gathered one time only. Case study tends to be longitudinal.

**Mean scores** The average score for a group of students taking a test. A mean score of 82.7 indicates that the average score for the whole class was about 83 points.

**N-Size** N stands for number. The N-size is the number of participants in a group, a sample or the general population.

**Naturalistic** refers to something occurring in an ordinary or usual way, and not studied in isolation. In this sense, naturalistic is the opposite of experimental. Naturalistic inquiry emphasizes gathering
first-hand data that renders faithful and authentic accounts by researchers who were present (Schwandt, 2007). It is closely associated with participant observation data collection.

**Non-parametric statistics** A family of statistical procedures used when the requirements of parametric statistics have not been met. Most often this is because the scores do not form a normal distribution or the test does not use a continuous scale. A popular non-parametric statistic is the Chi-square, which uses frequencies.

**Non-probability sampling** Any type of sampling that allows the TREE to select some persons for inclusion in a sample without allowing others. In other words, the non-probabilistic sample does not guard against bias.

**Observation** Another word for looking. In research, observation is intentional and systematic rather than casual and random. Although the classroom is frequently the object of observation, any situation can serve as a data-gathering scene for an observation.

**p-value** The small letter p stands for probability. A TREE administers a test to two groups of students and wonders if the difference between the resulting scores is likely the result of chance variation. The answer comes in the form of a percent called the p-value. If the p-value is small, traditionally .05 or smaller, the TREEs can make the claim there is a small probability, 5%, that they would get these scores if there were no relationship; therefore, they can *infer* that there is a relationship. If the point of the experiment was to show score improvement, the TREEs hopes the mean difference is large and the p-value is small.

**Panel** A panel is defined as a longitudinal survey of the same people over time (Creswell, 2002). Suppose we are interested in the opinion of a certain group of students on certain topics, and we conduct our survey the year they graduate, then a year later, and then five years later. This group of students would be a panel.

**Paradigm** (pronounced pair-a-dime). A term made popular by Thomas Kuhn (Kuhn, 1970) a writer on the philosophy of science
who wanted to explain how science changed. A paradigm is a set of assumptions about how the world works. When the current set of assumptions fails to adequately explain new events, it is called an anomaly. When enough anomalies occur, a few forward-thinking persons begin to re-think the assumptions. Gradually the new assumptions are accepted by the majority of persons in the field, and a paradigm shift occurs. In science, this occurred in the work of Newton and again in the work of Einstein.

**Paradigm wars** A reference to the strong disagreement between quantitative and qualitative researchers over as to which data is better. Some researchers argued that the use a one kind of data over the other led directly to different epistemological models and ultimately to incompatible ontological reality. The war is now considered over by most researchers.

**Parametric statistics** A family of statistical procedures that requires normal distribution and a continuous scale. Some familiar parametric statistics are t-test, ANOVA, and Pearson correlation.

**Participant Observer** Participant refers to the meaning that people give to their own experience. Observer refers to systematic, close, and sustained examination and inspection of something.

**Participatory** A stance toward research that opposes a view or understanding of the researcher as unbiased, objective, and separate from those being researched. As Bishop (2005) says, for researchers following a participatory understanding, “this approach means that they are not information gathers, data processors, and sense-makers of other people’s lives; rather they are expected to be able to communicate with individuals and groups, to participate in appropriate cultural processes and practices, and to interact in a dialogic manner with the research participants” (p. 120).

**Population** The group the TREE is interested in. In everyday language, a population refers to all the persons living in a defined place, but for research, population has a more restricted meaning. A population is a group that is defined in some way; typically, a group of persons (but it could be groups, schools or even objects) with
certain characteristics of interests, for example, all the students in a certain university taking second language courses or all U.S. students taking German. The population is sometimes referred to as the general population to distinguish it from the working population and the sample population.

**Population parameter** Certain characteristics of the population of interest that could be used in defining the population or in creating the sample. For example, if the population of interest is all the students in North America who are studying French, a population parameter might be undergraduate (or graduate), traditional student (or returning student), male (or female), etc.

**Posttest** A test that is the same or very similar to the pretest, and is administered after the experiment or teaching takes place.

**Pretest** A test that is administered before the experiment, intervention, treatment, or teaching takes place. The purpose of the pretest is to establish baseline data; in other words, it establishes what the situation is before the intervention or treatment is administered.

**Probability sampling** Any type of sampling that allows any member of the sample population to be selected for the sample, as opposed to nonprobability sampling, which does not.

**Questionnaire** A data collection instrument that asks respondents for demographic information, opinion or questions of fact. Questionnaires typically ask respondents to quantify their answer by circling a number (say, one to five) thereby providing numerical data that can be statistically analyzed. Alternatively, questionnaire items may be open ended and provide qualitative data.

**Random assignment** A type of placement that refers to the process by which any participant has an equal chance to be assigned to any group. One way of random assignment is to write names on pieces of paper, put them into a container, and have somebody draw them out one by one without seeing the names. Another way is to use a computer program that can randomize a list of names or numbers.

**Reflection** Richards and Schmidt (2002) define reflection as having
three parts: 1) thinking back, remembering, or recalling; 2) consider-
ing the experience; 3) trying to better understand. They point out
that reflection is considered important for learning, and that reflec-
tive exercises are now common in teacher education as well as
regular classroom activities. Mertler (2006) defines reflection as criti-
cally exploring what you did, why you did it, and what effect it had.
It is worth noting that language research using any type of research
design induces reflection.

**Reliability** The idea of consistency of results or getting the same or
similar results each time data is collected. It was originated by
Spearman as a comparison of a hypothesized true score and
observed score. It is often given in terms of a percent marked with a
decimal point such as .82.

**Representative** This term is used by Hamel (1993) to discuss CSD.
Statistical-oriented researchers, for example, question the represen-
tativeness of CSD. They question whether one case can be indicative
of the phenomenon under investigation. This issue is also discussed
under the rubric of generalizability.

**Research community** refers to those TREEs interested in the topic
under investigation. It is this group that is the audience for the
research, and without them there would be no interest in the
research and it is unlikely the research would be published or read.
The citations in the literature review section of a research paper can
be used to identify members of the research community.

**Respondents** Persons who are solicited to answer interview ques-
tions or fill out questionnaires; people who respond to our inquiry.

**Sampling** The process of selecting and surveying a small portion of a
larger group. The assumption is that the sample has the same type of
persons (assuming people are the *unit of analysis*) as occur in the
larger population. To the extent that this is not the case, the survey
suffers from *sampling error*.
ation of the population and the mean and standard deviation of the sample.

**Sampling frame** A list from the working population of possible members of the general population. The sampling frame is used to eventually identify the actual sample.

**Sample population or sample size** The group that will be actually studied; the group to whom the TREEs will survey. This sample population has a mean and a standard deviation. This sample population has a mean and a standard deviation. The standard deviation of the sample population is also termed the *standard error*. Generally, the larger the sample size, the smaller the error.

**Sample statistics** “The statistics calculated from the survey sample can be used to make inferences about the larger populations be they teachers, schools, or districts” (Berends, 2006, p. 625).

**Scale** Refers to unit of measurement. Every measuring device must have a scale in which the measurement is reported. Tests are usually reported in one of three scales: nominal (for example gender, nationality), ordinal (for example frequency counts), or continuous (for example test scores).

**Significance test** A statistical procedure that estimates the difference between two (sometimes more) sets of scores. The result of a significance test is a *p*-value, which in an indicator of the likelihood of obtaining this difference given the null hypothesis. A common significance test for testing the difference between two and only two scores is called a *t*-test. Another significance test is called analysis of variance (ANOVA) and is used for testing the difference between two or more groups.

**Strata** Plural is strata; singular is stratum. Associated with a type of sampling called random, stratified sampling. Strata are identified subpopulations of interest such as males, females, students who have studied abroad and students who have not. After identifying the population, Brown (2001, p. 73) suggests identifying “salient characteristics of the population” commonly known as *strata*. 
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**Stratified sampling** Although identified with SRD, stratified sampling can be used in EXD to equalize groups. For example, a TREE considers ethnic groups an important variable. The TREE has a control group with 50% one ethnic group and 50% another group. In order to make your treatment group similar to the control group, the TREE wishes to use only those students in the two ethnic groups in approximately a 50-50 proportion.

**Threats** The name given to a rival hypothesis used to explain the difference between treatment and control groups. For example, if a researcher were investigating the effects of an innovative writing curriculum, a threat would be that, unknown to the researcher, many students went to the writing center, and it was those visits which accounted for the score increase, not the innovative curriculum. Attendance at the writing center, usually called a threat of history, threatens the research hypothesis that it was the innovative writing curriculum that caused the increase in scores.

**Time-Series** A variation of EXD in which instead of one comparison of two groups, the TREE uses only one group, takes several measurements to establish baseline data (to establish what is usually the case), introduces an innovation or treatment, and continues with additional measurements (to establish the effect of the treatment). The main advantage is only one group is necessary and can function as its own control group.

**Trend** A change over time in any population or subpopulation. For example, are persons getting married at a later age, the same age as ten years ago, or are persons getting married at a younger age. The answer can be determined by a survey at a certain time. If the answer continues in the same direction at a later time, say X years later, this can be identified as a trend.

**Triangulation** The gathering of two or more aspects of whatever one is interested. In most research designs, triangulation refers to multiple forms of data collection (more than one kind) or collection of data over time (on more than one occasion). Triangulation is attempted mainly for validating and strengthening of the interpreta-
tion. The rationale is that multiple occasions of data are more likely to reveal underlying structures and involve less bias than single occasions. Triangulation applies to all sorts of designs, but is especially popular in case study design.

**Unit of analysis** Used to describe and analyze the survey population. The population is made up of aspects of interest to the researcher, for example, teachers, students, university departments, schools, households, courses, computers, graduating classes, and the like. These aspects are called units and are referred to as the unit of analysis. Unit of analysis is the same as the *unit of assignment* used in Experimental Research Design terminology.

**Unit of assignment** The persons or things being studied. Things being studied can be classes, schools, or even cities and towns. An EXD can study one person, a group of persons, an entire class, or a school.

**Validity** Test validity is traditionally defined as providing evidence that shows or indicates what the TREE believes he or she is testing is actually being tested. In practice validity means offering an explanation and evidence of how one checked or verified instrument results.

**Variable** A trait or quality that can be measured by a test or other kind of data collection instrument. A variable is anything a TREE is interested in.

**Working population** Defining the working population is an intermediate step between describing the general population and the sample population. The population of a study, for example, all ESL students studying in North America, might be a population of interest; however, this population is largely unknown to the researcher because ESL students come and go. To narrow this general population down (operationalize) into a more manageable group, a working population is defined. The idea is to be able to generate as complete as possible a list of possible members of the general population. “This list is known as the *sampling frame*, and it is from this list that the actual sample is eventually drawn” (Rea & Parker, 1992, p. 141).